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Abstract—What would happen if a chatbot tries to manipulate
your emotions? Can a modern language model output stable
sentiment oriented conversations which can manipulate the user?
We propose a framework to explore chatbots which have hidden
intentions in their interaction with the user.
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I. INTRODUCTION

What if the computer you are communicating with has
hidden intentions? Large scale language models like GPT-
3 or the open source alternative GPT-Neo have sparked the
development of chatbot applications that mimmick human
communication. What is lacking in all these applications is
the intent of the communication. In this paper, we describe
the development and testing of an chatbot application that has
hidden intentions when it is communicating with it’s human
counterpart. We propose that this chatbot application can be
designed to elicite emotions using text communication.

II. RELATED WORK

A. Large Scale Language Models

In recent years, a large number of different language models
have been developed with the goal of learning natural lan-
guage. For this purpose, these Deep Learning models were
trained on a large number of different texts. Over the years, a
transformer architecture has become established. Transformers
are a further development of Recursive Neural Networks.
They consist of encoder and decoder modules that take the
input sequence in the form of embeddings and convert it into
an output sequence using feed forward layers and attention
functions. [1] The first model to apply this architecture to
speech on a larger scale was BERT [2]. The innovations
in the development of BERT included the use of unlabeled
data as training for the model and the ability to use the
trained model for a variety of different tasks in language
processing. These models were further developed by OpenAI,
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among others, increasing the size of the model and the amount
of training data, resulting in the GPT model. [3] The most
recent iteration, GPT-3, has the ability to generate text that
is difficult to distinguish from human-written text. Since the
development of OpenAI is not public, EleutherAI is an open
source movement that also develops large scale language
models and makes them freely available. The most current
model has 20 trillion parameters and is also capable of solving
a variety of language-specific tasks. The performance of the
model is comparable to that of the GPT-3 model [4].

B. Chatbots and Sentiment

Sentiment analysis - the determination of feelings and
moods in text communications - has been used in many
different ways in conjunction with chatbots. There are several
different ways to perform sentiment analysis. On the one hand,
there are rule-based frameworks like VADER where a score
value is stored in a lexicon for different values and then the
total score of a text can be determined. Furthermore, there are
Deep Learning based frameworks like the DistilBERT from
HuggingFace [5]. These can be used to determine whether
the sentiment of a text is positive or negative. When used
in conjunction with chatbots, sentiment analysis has so far
been used primarily for evaluating the text the user enters.
For example, An et. al. [6] use sentiment analysis to provide
psychological tests and assistance to the user matching the
sentiment of their responses in their chatbot which is intended
to provide psychological support. In other domains, such as
Nivethan et. al., sentiment analysis is used to determine if
the chatbot’s feedback is appropriate for the user [7]. But
Sentiment Analysis can also be used for better fitting answers.
For example, it is used by Lee et. al. to make the chatbot
give more appropriate answers to the tone of the conversation
[8]. Occasionally it is also applied to the answers of the bot.
However, the only application so far seems to be to keep the
answers of the bot positive as shown by Murali et. al. [9].
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Fig. 1. Overview of the components of the chatbot application

III. DESIGN

Several subcomponents are needed when interacting with
the program. An overview of them is shown in figure 1. First,
when the user visits the website, he is shown a chat where he
can interact with the system. In the background, each user is
randomly assigned to one of two instances of the system. One
of them has benign intentions and the other has malicious
intentions. The intentions of the system are mapped by the
sentiment of its responses. The benign instance tries to give
only answers with a positive sentiment while the malicious
instance gives answers with a negative sentiment. The idea
behind this is that the sentiment in the chatbot’s answers is
also reflected in the interaction with the user and that the user
is also enticed to give answers with similar sentiment. To do
this, the user’s responses are now fed into the language model.
To preserve the context of the conversation and to make the
output more similar to a human conversation, not only the
last answer is used as prompt for the model, but the complete
interaction, i.e. also the last answers of the model of the last
20 messages are used. For performance reasons the GPT-Neo-
1.3B from EleutherAI is used as the language model. It is
comparable with the smaller instances of GTP-3 like Ada.
Now 10 different possible answers of the model are sampled.
For each possible answer, the sentiment of the text is calculated
using the VADER model [10]. The response with the highest
or lowest sentiment, depending on which instance is presented
to the user, is then chosen as the response to the user. The
algorithm is also shown as pseudocode in the algorithm 1.
The interaction with the chatbot is not unfiltered. All interac-
tions are monitored by a researcher who has to approve the
answers the bot is about to give to the user.

Algorithm 1 The chatbot algorithm
0: Capture user input
0: for i==0; i<10; i++ do

Sample Output from Language Model
Calculate sentiment using VADER
Return answer with highest or lowest sentiment

0: end for=0

IV. EVALUATION

For a preliminary evaluation, 60 chats were examined. This
included 30 chats with the benign bot and 30 chats with the
malicious bot. For each response, the sentiment was calculated

Fig. 2. Resulting sentiment of chatbot answers in 30 chat sessions. The y
axis is depicting the answer sentiment on a 1 to -1 scale whereas the x axis
shows the number of answers. A cutoff was introduced after 30 answers.

using VADER. Figure 2 shows how the sentiment develops
over time. It can be seen that there is a significant difference
in the development of the sentiment between the two different
bots. Both start in a normal to positive range but diverge
significantly over time. The malicious bot usually shows a
significant decrease in the sentiment of its responses, while
the responses of the benign bot tend to get a more positive
sentiment. It can also be observed that partly due to the user
input there can be a significant increase or decrease in the
sentiment when the bot reacts to the content of the user input.

V. LIMITATIONS

The system is based on the assumption that the user will
pick up and reflect the sentiment of the chatbot’s responses
in his answers. This requires a user who engages with this
system and interacts with it in an open and curious manner. A
user who tries to exploit and manipulate the system cannot
be manipulated by the system with such a simple setup.
Since the system takes the content of the user’s messages and
uses it for its own responses, it is also possible to induce
the instance with benign intentions to make statements with
negative sentiment. The next major limitation in the usability
of this system is its performance. In the current configuration,
it takes 10-15 seconds to compute a response. Thus, when
used simultaneously by multiple users, the response time of
the chatbot would increase a lot. This has both advantages
and disadvantages. To some extent, a higher response time
represents a more human communication than if the system’s
response appears in a fraction of a second, but if the response
time increases to too high a level, the interaction becomes too
cumbersome and the user will no longer want to interact with
the system.

VI. DISCUSSION

So far, the possibilities of the presented system are ex-
tremely limited, but this approach can still be extended in
several directions. The most important extension that would
have to be added next would be an evaluation of the success.
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Accordingly, the user reacts as expected and the sentiment
approaches the desired one. For this purpose, the sentiment
of the user input could be analyzed as well and this could
then be used to select the appropriate response of the chatbot.
Likewise, the selection of the answers should be designed
more intelligently, here a neural network is offered which is
trained with the sentiment of the user input and the answer of
the chatbot and thus should learn over the course of the conver-
sation with which answers which change in the sentiment can
be achieved with this user. Likewise, a larger text generation
model would be an improvement as it can generate even more
convincing texts and answers and thus better maintain the
appearance of a real conversation. Furthermore, it would be a
good idea to use a better way to determine sentiment that has a
higher precision than the rule-based VADER model. However,
both extensions are again at the expense of performance, so
more computing power will be needed.

A. Applications

The most important question in the discussion of the
presented system, however, is why such a chatbot offers
added value. The history of social chatbots is longer and
representatives like ELIZA have shown that they can fulfill
the human need for communication. [11] However, in order
for them to be more than just a mere occupation and pastime
they must be able to evoke a change in the user. The presented
project deals with the question if modern chatbots can cause
such a change. Applications for a benign chatbot would be
for example in possibilities of mental support to cope with
stressful situations.

B. Ethical Impact

We are aware that a deliberate manipulation of the user
brings many ethical problems with it. However, in the present
configuration of the chatbot, where the interaction is monitored
by a researcher and the answers must be Wizard of Oz-like
unlocked, there is little danger. Also, due to the lack of a
learning process, effects like those of the bot Tay cannot
occur. [12] Based on this, we would classify the chatbot
as borderline but ethical according to de Lima Salge et. al
[13]. However, with any enhancements, particularly in the
introduction of learning processes, this evaluation would need
further consideration.
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