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Figure 1: For self-eye-examinations, the user has to position the phone close to their eyes to capture a photo. In this work the 
procedure is divided into two steps: (1) The users are guided to position the phone at a near-eye position of 15cm utilizing 
dynamic distance rings and haptic feedback. (2) Subsequently, a close-up picture is taken from the user’s eyes, including the 
refection of the pattern displayed on the phone’s screen. 

ABSTRACT 
The scarcity of professional ophthalmic equipment in rural areas 
and during exceptional situations such as the COVID-19 pandemic 
highlights the need for tele-ophthalmology. This late-breaking work 
presents a novel method for guiding users to a specifc pose (3D po-
sition and 3D orientation) near the eye for mobile self-eye examina-
tions using a smartphone. The user guidance is implemented utiliz-
ing haptic and visual modalities to guide the user and subsequently 
capture a close-up photo of the user’s eyes. In a within-subject user 
study (n=24), the required time, success rate, and perceived demand 
for the visual and haptic feedback conditions were examined. The 
results indicate that haptic feedback was the most efcient and 
least cognitively demanding in the positioning task near the eye, 
whereas relying on only visual feedback can be more difcult due 
to the near focus point or refractive errors. 
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1 INTRODUCTION 
The human’s visual sense is the most essential to perceive the 
surrounding environment. However, visual impairments such as 
refractive errors are widely spread in the population [21]. These 
refractive errors can be corrected comfortably with optical aids, but 
professional diagnostic equipment is required for their determina-
tion. Ophthalmic equipment and professionals, however, are hardly 
available in the world’s rural areas and during exceptional situa-
tions such as the COVID-19 pandemic [4, 26]. Both circumstances 
reveal the need for inexpensive and accessible mobile examination 
methods in the feld of ophthalmology [3, 11, 23]. Additionally, 
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it reveals the need for self-eye-examination applications that are 
independent of professional ophthalmologists. 

There are already limited solutions for smartphone applications 
that can detect refractive errors via capturing a close-up photo of 
the patient’s eye, e.g., GoCheck Kids [18]. However, for mobile eye 
examinations, it is important to position the phone in a precise 
position in front of the user’s eyes. Since GoCheck Kids [18] sufers 
from a missing user guidance, multiple attempts were needed to 
position the phone at the correct position to conduct the measure-
ment [37]. This problem is supported by Pujari [30]. He mentioned 
that positioning the device at the optimal position for the eye is one 
of the major issues for future smartphone ophthalmology. Similar 
challenges with positioning the device close to the eye were re-
ported by Barry et al. [8]. In their application for self-measure pupil 
sizes, they stated, "[...] that older adult users would struggle to prop-
erly position and hold the phone to record their pupil by themselves.". 
To address this problem, they had to 3D-print an attachment posi-
tioning the user at the correct distance to the phone. However, for 
future smartphone-based eye examinations, it would be benefcial 
to have a method for positioning the device without the need for 
additional attachments. Familiarity with positioning the face in 
front of the phone to unlock it could be leveraged to make near-eye 
positioning more intuitive. However, it should be noted that it is 
difcult for humans to focus on objects closer than about 20cm, 
particularly for those over 40 years, as noted in [16]. Furthermore, 
individuals with refractive errors such as myopia, hyperopia, or 
astigmatism may require additional non-visual guidance for proper 
near-eye positioning. 

This work introduces a novel user-guided smartphone applica-
tion to guide the user to a specifc near-eye position for future 
self-eye-examinations by capturing a close-up photo of the eye. 
To validate that the desired six-degrees-of-freedom (6 DoF = 3D 
position + 3D orientation) position is reached and the user was pre-
pared for the photo (did not blink), we displayed a pattern on the 
phone’s screen and detected its refection onto the user’s eye with 
the phone’s front camera (Figure 1). Using this refected pattern 
can be useful for future eye measurement applications, such as de-
tecting refractive errors [28] or examining strabismus [29, 31] with 
the phone. However, more importantly, with this method, we could 
compare four user guidance conditions (baseline, such as used in 
[18], dynamic visual rings, haptic, visual rings and haptic feedback) 
in a user study (n=24). The three dependent variables were (a) the 
time the user required to reach the 6 DoF position, (b) the task load 
index [20], and (c) the success rate whether the refected pattern 
was detected or if the user blinked during the capturing. 

Our study found that the haptic modality resulted in a signif-
cantly lower task load index compared to the baseline condition. 
However, there were no signifcant diferences observed in the av-
erage success rate or average required time. This may be attributed 
to the within-subject counterbalanced design of the study, which 
resulted in a learning efect among all modalities, thus neutralizing 
any diferences in the required time. When only comparing the 
initial trial of the task, in which the application was unfamiliar to 
participants, the haptic feedback resulted in the fastest performance. 
These fndings suggest that utilizing non-visual guidance, such as 
haptic cues, may be more efective than solely relying on visual 

guidance. This may be because visibility at close distances is im-
paired for many individuals. However, further research is needed to 
evaluate the efectiveness of diferent non-visual guidance methods 
in near-eye positioning tasks. 

Contribution Statements. 

• Development and design of a user-guided smartphone appli-
cation to guide the user toward a near-eye 6 DoF position 
with haptic and visual feedback to subsequently capture a 
close-up photo of the eyes. 

• Conducting a user study (n=24) to compare the design pa-
rameters: baseline, dynamic visual rings, haptic feedback, 
and the combination of visual rings and haptic feedback. 
The results show that haptic feedback trends to achieve the 
lowest workload and highest success rate. Especially for the 
user’s frst trial, haptic feedback was the fastest in reaching 
the desired position. 

2 RELATED WORK 

2.1 Smartphone applications for 
self-eye-examination 

As a result of a quantitative analysis by Aruljyothi et al. [7], 131 
smartphone applications were found to deal with ophthalmology. 
32% of them address vision screening. However, it has to be distin-
guished between apps supporting professional ophthalmologists 
and applications developed for patient use to self-examine the eyes. 
In a meta-review of ophthalmologist-supportive applications by 
Akkara and Kuriakose [2], multiple apps were named, such as Peek 
Acuity [28] and GoCheck Kids [18], which are used to examine 
refractive errors. Both applications were examined during feld 
studies in academic publications [33, 37]. Pundlik et al. [31] found a 
use case for applying the camera’s rear fash to screen the patients’ 
eyes. They developed a smartphone application that implements 
the Hirschberg test to detect strabismus by analyzing the fash’s 
refection relative to the iris’s center. 

Contrary to ophthalmologist-supportive applications, there are 
only limited solutions for self-eye-examination smartphone appli-
cations in the area of ophthalmology. Early work published in 2010 
used a mobile phone positioned close to the user’s eyes [27]. They 
attached a lenslet to the phone, which refracts specifc sets of pat-
terns onto the user’s retina. By calculating the perceived distance 
between the patterns and the eye, refractive errors could be exam-
ined [27]. A similar technique is deployed in Vision Tracker app 
from the US company EyeQue. By attaching an additional ocular 
to the phone’s display, the user is asked to align a red and a green 
line visible through the ocular. After completing several exams, the 
users’ refractive error values are provided [13]. The app developed 
by Bonfanti et al. [9] uses Google’s Cardboard to detect a malfunc-
tion in stereo vision. The user is asked to look at a pattern of dots 
through the cardboard. Due to slightly shifted dots for the right 
and left eye, geometric shapes appear that the user is supposed to 
identify Bonfanti et al. [9]. Most recent work by Barry et al. [8] 
has demonstrated that new smartphones’ near-infrared camera 
technology allows for the objective measurement of absolute pupil 
diameter with low errors. This has the potential to pave the way 
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for new smartphone-based self-examination methods in the feld 
of ophthalmology. 

2.2 User guidance for positioning and 
orientation tasks 

User guidance, as defned by Lapointe et al. [25], is a method of 
remotely assisting users in performing specifc tasks, commonly 
used in augmented reality (AR) scenarios to improve understanding 
of the spatial relationship between virtual and real objects. It can 
take various forms, such as haptic, auditory, or visual. In medicine, 
visual user guidance has been applied in smartphones to aid in 
needle insertion [22]. Similarly, Rojtberg [32] used visual guidance 
to aid in smartphone camera calibration for AR applications. Other 
forms of user guidance have also been studied, such as auditory 
feedback [14] and haptic feedback [6]. 

3 DETERMINATION OF THE NEAR-EYE 6 DOF 
POSITION 

This chapter will introduce the procedure to determine the 6 DoF 
position to which the smartphone is supposed to be guided. Further, 
it explains the algorithm of the pattern detection, which is used to 
defne whether the taken picture was successful or not (the user is 
shaking the phone or blinking during capturing). 

3.1 Requirements for the phone’s position 
To detect the pattern unambiguously inside the user’s eyes, it has 
to be refected in the pupil, as the contrast between yellow dots and 
black pupils was highest. To achieve this, three requirements for 
the phone position were determined (see Figure 2a): 

Eye and phone camera form an isosceles triangle with the pattern’s 
center. This condition needs to be given to centrally refect the 
pattern in the user’s eyes. Here, mainly the relative y coordinate of 
the eye (with the front camera as the coordinate’s origin) is crucial. 
When this condition is given, it can be assumed that the pattern is 
always refected in the eye. However, also x coordinate is important 
to ensure that the phone is positioned at the center of both eyes. 

Correct distance. The distance between the phone and the user’s 
eye must be in a specifc range for the close-up photo. If the user’s 
face is too close to the phone, there is a higher chance for the pattern 
not to be refected in the user’s eye. On the other hand, if the face is 
too far away, the computer vision algorithm might have difculties 
recognizing the refected dot pattern. A distance of approx. 15cm 
was chosen for the near-eye position. 

Correct user’s gaze orientation. The examination of a user’s eye 
gaze in relation to a mobile device’s screen can provide valuable 
information about the refection of patterns in the pupil. When the 
gaze is oriented orthogonally to the screen, it can be deduced that 
the pattern is refected in the center of the pupil. Conversely, if the 
user’s gaze is directed upwards or downwards, it is still refected in 
the eye (due to the above requirements), but it is uncertain whether 
it will be refected in the pupil. Hence, it is important to note that 
this phenomenon is distinct from that of a mirror, where the gaze 
is always orthogonal to the mirror’s surface when looking at one’s 
own eyes. In the case of a smartphone’s front camera, the gaze 

orientation may not be orthogonal but rather directed downwards 
(see y-ofset in Figure 2b). To achieve an orthogonal gaze, the user ˆ 
must look at a point close to their forehead, as illustrated in Fig-
ure 2c. This efect is due to a shifting factor caused by the distance 
between the front camera and the center of the phone’s display. 

3.2 Determination of the near-eye position 
To determine the z coordinate of the user’s eye relative to the 
phone (distance between the eye and the phone), the cross-platform 
framework MediaPipe Iris was used [19]. It is based on a neural 
network for iris landmark detection and a pinhole camera model to 
infer distance from the iris size. The iris landmarks and the intercept 
theorems were also used to determine the eye’s relative x and y 
coordinates, which were needed to fulfll the upper requirements 
for the optimal eye’s position (see subsection 3.1). 

3.3 Pattern Detection 
For the purpose of experimentation, a pattern consisting of six 
yellow dots arranged in a hexagonal confguration was used and 
detected by a Blob Detection algorithm [15, 34]. As most mobile 
devices are equipped with a fxed-focus lens for their front camera 
(resulting in a focus range of approx. 30-90cm), a 3D-printed mount 
was designed to attach a 4.0D (250mm) lens in front of the camera to 
ensure sharp photos of the refected pattern in a range of approx. 13-
20cm. The latest generation of phones includes auto-focus lenses for 
front cameras (e.g., iPhone 14 [5], Galaxy S22 [35]), which illustrates 
that in the future an additional lens will not be required anymore. 

4 USER GUIDANCE TOWARDS THE 6 DOF 
POSITION 

The following chapter will address the user guidance to fulfll and 
guide the user according to the three requirements for the desired 
near-eye position (1. forming an isosceles triangle, 2. correct dis-
tance and 3. correct user’s gaze orientation). The user guidance is 
depicted in Figure 3. 

4.1 Forming an isosceles triangle 
For the eye to form an isosceles triangle with the pattern’s center 
and the front camera, the designed solution was to mark the respec-
tive position in the video preview, similar to GoCheck Kids [18]. By 
using geometrical formulas, the y-ofset between the upper edge of 
the video preview and the desired eye position on the screen was 
calculated. This position was highlighted as two circular windows 
on top of the preview video of the front camera. 

4.2 Guiding the user to the optimal z-distance 
To guide the user to the optimal z-distance, the circular windows 
introduced in the last section were extended to also represent the 
distance between the phone’s screen and the user’s eyes. Therefore, 
two colored rings (dynamic visual distance rings) were positioned 
around each circular window. The rings’ sizes represent the dis-
tance between the user’s eye and the optimal distance to capture the 
photo. Accordingly, their sizes increase and decrease depending on 
the distance. When the optimal z-distance is reached, the ring’s size 
is the same as the circle. Simultaneously, the user’s right iris starts 
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front camera

pattern‘s center 

z distance
y coordinate

(a) (b) (c) 

Figure 2: Requirements for the optimal eye’s position: (a) 1. the eye forms an isosceles triangle with the pattern’s center and the 
front camera. 2. Optimal z-distance. (b,c) 3. the user’s gaze is orthogonal to the screen 

(a) (b) (c) (d) (e) (f) (g) 

Figure 3: When starting the user guidance (a), the preview window is shifted to align for an isosceles triangle and displays 
circular windows for the eye positioning (b). Subsequently, animated dynamic distance rings as well as vibro-tactille feedback 
will provide visual and haptic guidance for positioning (c). Once correctly positioned (d), a visual stimulus will ficker to guide 
the gaze toward the correct orientation (e). The pattern is briefy displayed for photo capture (f) and the captured photos are 
displayed (g). Detailed description see Appendix C 

to blink rapidly. This fickering stimulus draws the eye’s attention 
and hence guides the eye’s orientation so that the pattern will be 
refected centrally. It also indicates that the photo will be captured 
within the next 600 milliseconds. 
A 3D error range of 15mm radius around both eyes’ optimal po-
sitions was introduced, in which the application will tolerate the 
user’s eyes’ positions. 

4.3 Guiding the user’s gaze orientation 
Considering the condition of the shifting factor mentioned above 
(see section 3.1), the users have to look at a specifc point on the 
upper screen to have their gaze orthogonally to the screen. Nev-
ertheless, simultaneously the circular windows for the optimal 
position must be displayed in the lower part of the screen to ensure 
the isosceles triangle is formed. The solution to this problem was 
to move up the video preview and align the circular window with 
the desired point of view of the user. This concept neutralized the 
shifting factor as the video preview was moved up that the center 
of the video preview rests on the front camera’s actual position. 
Therefore, a similar efect to a mirror (see section 3.1) Accordingly, 
this new concept assumes that the users look into their own eyes 

(on the screen) to position them inside the circular windows on the 
video preview. Hence, since the preview is shifted upwards, when 
they look at the windows, they are already looking straight at the 
screen (see Figure 2b). 

4.4 Haptic Feedback 
As the users might not see the phone’s screen in focus due to the 
eye’s near accommodation point [16] or refractive errors, another 
modality besides visual user guidance was introduced: haptic feed-
back. Indeed, Ablavatski et al. [1] showed that it is possible to 
guide users with haptic feedback when additional visual informa-
tion is available. For the haptic feedback, the Euclidean distances 
between each eye and the desired 6 DoF position were calculated 
continuously. Subsequently, these distances could be represented as 
vibration patterns: The closer the respective eye gets to its optimal 
location, the higher the vibration frequency becomes. Conversely, 
with increasing distance, the frequency decreases. The two indi-
vidual distances of both eyes were averaged to reduce the haptic 
feedback to one dimension and simplify the user guidance. When 
both eyes reach the optimal positions, the phone’s vibration stops. 
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This indicates that an acceptable position is reached, and the photo 
will be captured. 

5 USER STUDY 
A user study was conducted to compare the performance and pref-
erence of the four feedback modalities: “baseline,” “dynamic visual 
rings,” “haptic,” and “visual rings and haptic.” The baseline condition 
was inspired by current applications to position the eyes in the 
ophthalmologic context, such as GoCheck Kids [18], which uses 
eye icons to align the user’s eyes accordingly. The four modali-
ties represent the independent variable of the within-subject study 
design. The three dependent variables were (a) the time the user 
required to reach the 6 DoF position. (b) the raw task load index 
[20], and (c) the success rate, whether the refected pattern was 
detected or if the user blinked during the capturing process. 

(a) baseline (b) dynamic visual rings 

(c) haptic (d) visual rings and haptic 

Figure 4: The four conditions with varying feedback modal-
ities. The baseline condition (a) was based on aligning the 
user’s eyes visually with circular windows based on related 
work. This concept was extended with (b) dynamical visual 
rings highlighting distance via color and motion, (c) haptic 
feedback utilizing vibration intensity for distance and posi-
tion, and (d) a combination of both extensions 

5.1 Procedure 
Before the study started, each of the n=24 participants signed the 
consent form. Subsequently, the four conditions (see Figure 4) were 
conducted in a counter-balanced order. Each condition started with 
a brief introduction (quick guide) on the phone (see appendix). To 
begin the user guidance and positioning task, participants were 
asked to hold the phone an arm’s length away from their eyes. This 
procedure was performed twice per condition, resulting in eight 
data points for each participant. The time between the start of the 
user guidance and the fnal photo was recorded and whether the 
refected pattern was detected successfully (no shaking or blink-
ing.). After each condition, the participants were asked to complete 

the raw NASA TLX questionnaire (with its sub-scales mental de-
mand, physical demand, temporal demand, performance, efort, and 
frustration) [20]. 

5.2 Results 
The statistical summaries can be found in Appendix A and are 
depicted in Figure 5. 

5.2.1 Task Load Index. For the accumulated result of the TLX, the 
mean of the six sub-scales was calculated. Before the statistical test, 
we checked the required assumptions of normally distributed data 
using the Shapiro-Wilk test [36]. Since the latter was not given, we 
used Friedman’s ANOVA for repeated measures [17], resulting in 
�2(3)=10.81, p=0.012 (see Figure 5a). The range of the TLX scores 
was between 0 and 100. The baseline condition had the highest 
task load (M=25.34, SD=15.31). The haptic feedback was rated with 
the lowest task load (M=17.74, SD=11.68). For the Post-hoc test, 
the Wilcoxon test [38] with Bonferroni correction [10] was used. 
Signifcances were found between the baseline condition and the 
haptic feedback (p = 0.015). 

5.2.2 Success Rate. A successful measurement was defned as both 
eyes’ refected patterns being detectable. For the binary data Cochran’s 
Q test [12]) was used. Average: �2(3)=0.320, p=0.852 (see Figure 5c). 
The most successful condition was haptic (81.25%), and the least 
one was the baseline (54.16%). First Trial: �2(3)=2.66, p=0.26 (see 
Figure 5c). The least successful condition was the baseline (33.33%), 
and the other conditions were equally successful (66.66%). 

5.2.3 Required Time. Before the statistical test, we checked the re-
quired assumptions of normally distributed data using the Shapiro-
Wilk test [36]. Average: Friedman’s ANOVA repeated measures 
[17], resulting in �2(3)=2.7, p=0.432 (see Figure 5b). The fastest 
condition was haptic feedback (M=11.03s, SD=3.29s), the slowest 
one was visual rings and haptic (M=14.10s, SD=7.44s). First Trial: 
The Kruskal Wallis test for independent measures [24], resulting 
in �2(3)=3.50, p=0.31 (see Figure 5b). The fastest condition was 
haptic feedback (M=11.44s, SD=3.28s), and the slowest one was the 
baseline (M=24.16s, SD=12.98s). 

6 DISCUSSION 
This work introduces a novel user guidance for tele-ophthalmology 
that utilizes dynamic visual rings and haptic feedback to improve 
near-eye positioning tasks in smartphone-based eye examination 
applications. Hence, it addresses the limitation of existing tele-
ophthalmology applications such as [8, 18, 31], which lack user 
guidance for the near-eye positioning task, particularly challenging 
for self-eye-examinations. A user study (n=24) was conducted to 
compare this guidance to a baseline condition similar to [18]. 

When considering the average time required to complete a mea-
surement over all eight trials (twice per condition), no statistically 
signifcant diferences were found among the diferent modalities. 
The median time for all modalities was approximately 11 seconds. 
This can be attributed to a strong learning efect due to the counter-
balanced study design, where participants were able to position 
the phone faster in consecutive trials once they were familiar with 
the target position - independently from the modality. However, 
when exclusively examining the initial frst trial between subjects, 

https://��2(3)=3.50
https://��2(3)=2.66
https://SD=11.68
https://SD=15.31
https://��2(3)=10.81
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Figure 5: For the task load index, signifcant diferences were found between the baseline and the haptic condition (p = 0.015). 
Further, the haptic component in the User Guidance, especially for the initial trial, yielded the trend to be faster than the 
conditions without haptic modality. The highest success rate was achieved for the haptic feedback in the averaged trials, 
implicating sufcient preparation for the photo to be captured. 

it was observed that haptic feedback and the combination of dy-
namic visual rings and haptic feedback trends in faster positioning 
than the conditions without haptic feedback (baseline and dynamic 
visual rings). Nonetheless, even for the initial trial, no statistical 
diferences were found. Regardless, this suggests that the haptic 
component of the user guidance provided sufcient feedback to 
enable users to quickly position the phone near the eye for inde-
pendent measurements. 

For the success rate, there is a trend (no signifcance) that the 
haptic feedback yielded the most successfully detected refected pat-
terns, while the baseline feedback yielded the lowest. This implies 
that the user guidance not only guides users to the correct position 
but also prepares them for the photo to be taken by ensuring they 
hold the phone steady and open both eyes at the right time. 

In contrast, the NASA TLX results showed signifcant diferences 
between haptic and baseline feedback, indicating that the visual 
feedback may have been overwhelming for users and could have 
led to confusion. Participants also indicated a preference for the 
haptic modality in comments based on a difculty to understand 
the dynamic visual rings. 

This highlights that haptic feedback in the form of phone vi-
brations subconsciously enriches the application with distance in-
formation, making it more intuitive and easy to understand, thus 
helping users to determine the position near the eye more efec-
tively. 

It is of importance to note that due to the close proximity of the 
phone to the eyes (15cm), the user’s visual perception is impaired 
by the eyes’ near focus point and potential refractive errors. As a 
result, the visual feedback was not clearly visible in these conditions. 
Therefore, haptic feedback showed to be adequate in providing 
additional cues for reaching the near-eye position. 

In the future, we will investigate the efectiveness of diferent 
non-visual guidance methods for near-eye positioning tasks, such 
as other haptic feedback patterns. Further, it would be benefcial to 
conduct studies with larger sample sizes and diverse populations 

to understand the generalizability of the fndings. Additionally, we 
want to investigate the method’s applicability to diferent groups 
of visual impairments. 

7 CONCLUSION 
This work introduced a novel user-guided smartphone application 
for tele-ophthalmology, which utilizes dynamic visual rings and 
haptic feedback to guide the user to a specifc 6 DoF near-eye 
position to capture a close-up photo of the eyes. Results from a user 
study (n=24) showed that the haptic modality was faster in initial 
trials, had a higher success rate, and resulted in less workload than 
the other modalities. This may be due to the close proximity of 
the phone to the eye, where the user’s visual perception is limited, 
making haptic feedback an efective method of providing distance 
cues. Therefore, haptic feedback should be considered a useful 
modality for near-eye positioning tasks in future mobile self-eye-
examination applications. 
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A DESCRIPTIVE DATA 

Table 1: Table of scores 

Variable Conditions n Mean Median SD rate 

NASA TLX baseline 24 25.34 27.5 15.31 
dynamic visual rings 
haptic 
visual rings and haptic 

24 
24 
24 

24.23 
217.74 
21.70 

24.16 
17.91 
20.00 

16.53 
11.68 
15.85 

Required Time -
average baseline 

dynamic visual rings 
haptic 

24 
24 
24 

12.97s 
13.03s 
11.03s 

10.77s 
10.20s 
10.20s 

6.77s 
8.22s 
3.29s 

visual rings and haptic 24 14.10s 11.92s 7.44s 
Required Time -
frst trial baseline 24 24.16s 22.56s 12.98s 

dynamic visual rings 
haptic 

24 
24 

22.17s 
11.44s 

18.37s 
11.10s 

13.53s 
3.28s 

visual rings and haptic 24 17.27s 13.85s 11.43s 
Success rate -
average baseline 

dynamic visual rings 
haptic 
visual rings and haptic 

24 
24 
24 
24 

0.54 
0.66 
0.81 
0.66 

Success rate -
frst trial baseline 24 0.33 

dynamic visual rings 
haptic 
visual rings and haptic 

24 
24 
24 

0.66 
0.66 
0.66 

B PROGRAM FLOW 
(1) Modality Choice. The frst step is to choose the desired 

modality of the application: “haptic,” “visual,” “visual and 
haptic,” or “baseline.” 
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(2) Quick Guide. The Quick Guide shortly explains the upcom-
ing interaction steps to the user. Depending on the selected 
modality, its content changes. Furthermore, the user is asked 
to attach the additional lens to the iPhone at the end of the 
Quick Guide. 

(3) 3D position determination. From the video input, the 
eye’s distance is constantly determined through MediaPipe. 
Additionally, the magnifcation factor of the lens is added 
to the raw distance. From the eye’s position on the screen 
and the corrected distance, the eye’s z-coordinate is deduced. 
Subsequently, using the latter z-coordinate and the eye’s 
screen position, x- and y-coordinates are computed. 

(4) User Guidance. The User guidance is divided into two parts. 
(a) The chosen optimal capturing position determines the 

baseline feedback. The latter defnes the circular window’s 
position on the screen and the up-shifting factor of the 
video preview. 

(b) Depending on the selected modality, the distance rings’ 
animation is determined by the eye’s z-coordinate for the 
visual feedback. For the haptic feedback, the Euclidean 
distance between the current eye position and the optimal 
capturing position is computed and averaged over both 
eyes. This distance determines the vibration frequency. 

(5) Capture photo. When the optimal eye’s position is reached, 
the application automatically switches the input from the 
low-resolution video to the high-resolution photo mode to 
take the picture. Using MediaPipe, the iris of both eyes is 
cropped out of the photo. 

(6) Detect refected pattern. A Blob detection algorithm is 
applied to the cropped iris frame. Therefore, all possible 
refected dots will be located. However, since more than the 
desired dots are detected, a fltering algorithm must ensure 
that only the correct dots will be considered. As the dots must 
be arranged hexagonally, all combinations of 6 are chosen 
and examined individually. First, it is checked if the six dots 
form a convex hull. Second, the angles between the six dots 
are examined. If they are about 120°, this combination will be 
analyzed in the fnal step to check if all edges have a similar 
length. When a combination of six dots remains after the 
fltering steps, it is most likely the refected dot pattern. 

C USER GUIDANCE 
As soon as the users fnish the quick guide (Figure 7), the appli-
cation asks them to hold the phone an arm’s length away from 
their face and press “Start” to activate the user guidance (Figure 8a). 
Subsequently, the video preview moves upwards. Additionally, two 
circular windows appear as an overlay to the preview, which be-
comes darker. In contrast, the two windows’ transparency remains 
the same (Figure 8b). Furthermore, other graphic elements appear 
on the screen: two thin white lines connect the windows’ rims 
with the user’s eyes, indicating to move them inside the windows. 
Moreover, the right iris is marked with a white ring (Figure 8b). 
More noticeable, however, are the two colored distance rings that 
appear around the circular windows (Figure 8c). The rings’ sizes 
enlarge and shrink depending on the user’s distance to the phone. 
Thus, the closer the user gets, the smaller the rings become, and 

(a) (b) (c) 

(d) (e) (f) 

(g) 

Figure 7: Quick Guide for the condition visual rings and 
haptic 

vice versa. Additionally, their color changes accordingly: is the user 
far away, their color is reddish. In contrast, when the user gets 
closer, the color slowly changes to green (Figure 8b - Figure 8d). 
Similarly happens with the white iris ring mentioned above. As 
soon as the user moves the eyes inside the circular windows, this 
ring’s color changes from white to the same color as the distance 
ring’s (Figure 8d). Simultaneously to the visual feedback, the user 
guidance also provides haptic feedback: The phone vibrates de-
pending on the user’s distance. The further away from the user, 
the less frequently the phone vibrates. The closer the user gets, 
the higher the vibration frequency (Figure 8b - Figure 8d). Once 
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the user reaches the optimal position, the user unconsciously gets 
informed by several indicators: the two distance rings are aligned 
with the circular windows’ rims, and the vibration stops. Addition-
ally, the right iris ring starts to blink rapidly for 0.6s (Figure 8e). 
Subsequently, the pattern gets displayed, and the photo is captured 
(Figure 8f). Finally, the detected pattern’s refection is displayed for 
both the right and left eye (Figure 8g). 

(d) (e) (f) 

(g) 

Figure 8: User Guidance for the condition visual rings and 
haptic feedback 
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