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ABSTRACT
Photoplethysmography is an optical measurement principle which is present in most modern wearable devices such as fitness trackers and smartwatches. As the analysis of physiological signals requires reliable but energy-efficient algorithms, suitable datasets are essential for their development, evaluation, and benchmark. A broad variety of clinical datasets is available with recordings from medical pulse oximeters which traditionally apply transmission mode photoplethysmography at the fingertip or earlobe. However, only few publicly available datasets utilize recent reflective mode sensors which are typically worn at the wrist and whose signals show different characteristics. Moreover, the recordings are often advertised as raw, but then turn out to be preprocessed and filtered while the applied parameters are not stated. In this way, the heart rate and its variability can be extracted, but interesting secondary information from the non-stationary signal is often lost. Consequently, the test of novel signal processing approaches for wearable devices usually implies the gathering of own or the use of inappropriate data.

In this paper, we present a multi-varied method to analyze the suitability and applicability of presumably raw photoplethysmography signals. We present an analytical tool which applies 7 decision metrics to characterize 10 publicly available datasets with a focus on less or ideally unfiltered, raw signals. Besides the review, we finally provide a guideline for future datasets, to suit to and to be applicable in digital signal processing, to support the development and evaluation of algorithms for resource-limited wearable devices.

CCS CONCEPTS
• Human-centered computing → Ubiquitous and mobile devices; • Hardware → Digital signal processing; • Applied computing → Health informatics.
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1 INTRODUCTION AND MOTIVATION
The optical measurement principle photoplethysmography (PPG) has been present as pulse oximetry in clinical studies for decades to measure the peripheral oxygen saturation (SpO₂) and the heart rate (HR), typically with a clip attached to the fingertip or earlobe. In recent years, the technique has undergone a revival in modern wearable devices, such as wrist-worn fitness trackers and smartwatches. In contrast to their medical counterparts, these devices provide tight resources and the implemented algorithms have to be optimized for limited processing power, memory, and battery capacity. The loose attachment and the deployment in real life also causes issues as the wearer’s motion results in device displacement and soft tissue deformation which are perceivable as signal artifacts.

The development of efficient algorithms, or even the application of machine learning in the near future, requires large datasets of numerous individuals with different constitutions. However, obtaining recordings from long-term deployment is difficult and hence most publicly available databases, such as MIMIC-II / -III [18, 28] of the notable platform PhysioNet [14], are originated in medical studies with a clinical background and stationary devices. Although these datasets usually provide PPG measurements, the compiled findings cannot be directly transferred to wearable devices and their challenges emerging when worn in everyday life.

In clinical settings, often the standard pulse oximeters are applied while commercial wearable devices are common for in-the-wild studies. For both kind of devices the raw signal, directly obtained from the analog front-end, is usually not accessible. The devices apply filters to remove the predominant DC component, low-frequency baseline wandering, and high-frequency noise to obtain a detrended and smooth signal. Due to their limited memory, especially wearable devices condense the signal down to its required essence, e.g. measures of peripheral oxygen saturation (SpO₂), heart rate (HR), and heart rate variability (HRV). Only devices intended for the use in research, such as the popular Empatica E4 [15], provide raw data which, however, are still preprocessed to ease the interpretation and to save valuable memory. Hence, the signals are already filtered, often rescaled or normalized, and flipped to be consistent with the associated arterial blood pressure (ABP).
In contrast, researchers developing innovative sensing concepts and hardware, primarily test their proper working, but usually do not focus on the recording of long-term measurements under different conditions. Typically, only a few individuals are testing the prototypes in a lab and rarely in a real-life setting. The recordings are exclusively evaluated and presented as consolidated results, but the gathered data are then not made publicly available.

Hence, in research focusing on algorithms that are applied close to the hardware level, either available datasets from a clinical origin or self-recorded datasets with a limited evidence and reproducibility have to be taken. As stated by Charlton et al. [5], there are only few studies applying their approach to more than two datasets or even comparing multiple approaches to each other, tested on the same, larger benchmark dataset, but their comparison is important as the “performance may differ significantly between datasets”. Also Reiss et al. [26] describe the problem that “existing approaches are highly parametrised and optimised for specific scenarios of small, public datasets”. Pimentel et al. [25] also emphasize that “Future studies should concentrate on the use of [...] raw data sources as a benchmark for comparison”. However, the immense variety of possible parameters has an essential impact on the recorded signals. The selection of light color and sampling scheme [32], but also the hardware’s individual characteristics make it even harder to generate a universal dataset which novel approaches such as spectral estimation and sparse sampling could be tested with.

2 RAW SIGNALS

In digital signal processing, datasets of original, raw signals are preferred over preprocessed ones which naturally limit the possible use right from the start. Raw data are considered to be universal and to still provide all inherent information, the noise spectrum as well as the desired signals and even hidden secondary information. Although these datasets tend to become very large quickly, it is still reasonable to record the direct measurements, if possible, as today’s computers are usually capable of handling them. However, Gitelman et al. [13] state that ‘raw data is an oxymoron’ as ‘data are always already ‘cooked’ and never entirely ‘raw’”. Although rather philosophic, this statement is also valid for PPG sensing. The definition of raw is strongly related to the perspective and interest of the researcher. It mainly depends on the research domain and hence the intended level of abstraction, from the highest one of the devices’ consumer via the medicals’ view on HR or SpO2 signals down to the engineers’ bits, amperes, and volts or even the physicists’ luminous flux, absorption, and reflectivity.

Consequently, in context of this paper, raw signals are defined to contain the maximum possible information by applying the minimum necessary preprocessing. In case of PPG this means that the recordings contain the directly captured values from the analog-to-digital converter (ADC) which receives the amplified analog signal from the photodetector, usually via a transimpedance amplifier. An excerpt from such a raw signal is presented in Figure 1.

3 PHOTOPLETHYSMOGRAPHY

The optical measurement principle photoplethysmography (PPG) noninvasively measures the blood volume flow pulsating in the microvascular bed of the tissue beneath the skin. It utilizes an intensive light source to illuminate the skin while a photodetector measures the light that is either passing through the tissue in transmission mode or that is reflected by the tissue in reflective mode. For decades, the transmission mode is traditionally applied to the fingertip or the earlobe at which pulse oximetry is a proven method to monitor heart rate (HR) and peripheral oxygen saturation (SpO2) of regular ward patients. In contrast, modern wearables mostly apply the reflective mode at the dorsal wrist at which both light-emitting diodes and photodiodes are placed nearby on the skin surface to measure the light reflected by perfused tissue. [3, 31]

In both modes, short light flashes are emitted to sample the blood volume of the moment. While there is a broad consensus on the origin of the transmission mode’s signal, in which an increasing blood volume absorbs a larger amount of light, the origin of the signal modulation in reflective mode, however, is not entirely clear and still subject to research [20, 30]. Moreover, there is a lot of confusion about the direction of the original, raw signal’s course. For both modes, the received light intensity is inversely proportional to the blood volume by nature, but commonly flipped to be consistent with the associated arterial blood pressure (ABP) [1, 8].

Depending on the utilized light color, the pulse is captured at different tissue layers which textures result in a varying motion tolerance [9, 17]. Also the actual AC signal amplitude largely depends on the wavelength, but still comprises only about 1 to 10 % of the total signal scope [20, 21]. While the pulsating blood vessels modulate the reflected light, the smaller veins and other nearby tissue just add a DC offset. Consequently, the analog-to-digital converter has to provide a high resolution, usually ranging from coarse 12 up to 24 bit, to enable the detailed representation of the desired AC signal. While commercial devices already apply advanced sampling strategies to improve the signal’s robustness and signal-to-noise ratio, in research uniform sampling is still standard and often only one single and even fused channel is provided in the datasets [32].
Table 1: Overview of the reviewed publicly available datasets.

<table>
<thead>
<tr>
<th>id</th>
<th>dataset</th>
<th>authors</th>
<th>year</th>
<th>origin</th>
<th>data format</th>
<th>num subjects</th>
<th>recordings</th>
<th>length</th>
<th>link</th>
</tr>
</thead>
</table>
| 2019 CAPNO BASE | [23] Kachuee et al. 2018 | Physiological | 66.3 | https://physionet.org/content/bidmc/1.0.0/
| 2019 REE-2011 TRIBSA | [10] Zhang et al. 2018 | recording | 42 (125ms) / 42 (80ms) | 42 / 42 | https://physionet.org/content/bidmc/1.0.0/
| 2019 REE-2013 | [22] Kastner et al. 2018 | University of Applied Sciences | 42 | 42 | https://physionet.org/content/bidmc/1.0.0/

Table 2: Overview of the applied PPG sensor setups and configurations.

<table>
<thead>
<tr>
<th>id</th>
<th>sensing device</th>
<th>location</th>
<th>mode</th>
<th>illumination</th>
<th>f_s</th>
<th>ADC resolution</th>
<th>preprocessing</th>
</tr>
</thead>
<tbody>
<tr>
<td>B1</td>
<td>MAXIM6140 (SN632)</td>
<td>wrist (non-reflective)</td>
<td>reflective</td>
<td>green (625nm), yellow (590nm)</td>
<td>125Hz</td>
<td>10 bit</td>
<td>BSR 30/60 Hz (IIR)</td>
</tr>
<tr>
<td>S1</td>
<td>MAXIM669000</td>
<td>wrist</td>
<td>reflective</td>
<td>infrared (800nm), red (660nm), green (537nm)</td>
<td>400Hz</td>
<td>14 bit</td>
<td></td>
</tr>
<tr>
<td>S2</td>
<td>Tempure E4</td>
<td>wrist (non-reflective)</td>
<td>reflective</td>
<td>red (2x), green (2x)</td>
<td>64Hz</td>
<td>0.1 mV/4g</td>
<td>BW removal, MA removal (combines different light waves)</td>
</tr>
<tr>
<td>S3</td>
<td>Tempure E4</td>
<td>wrist (non-reflective)</td>
<td>reflective</td>
<td>red (2x), green (2x)</td>
<td>64Hz</td>
<td>0.1 mV/4g</td>
<td>BW removal, MA removal (combines different light waves)</td>
</tr>
<tr>
<td>S4</td>
<td>MAXIM86140</td>
<td>finger, ear</td>
<td>reflective</td>
<td>infrared, red</td>
<td>80Hz</td>
<td></td>
<td></td>
</tr>
<tr>
<td>S5</td>
<td>MULTUS MAPS</td>
<td>finger (non-reflective)</td>
<td>transmission</td>
<td>infrared (900nm), red (660nm)</td>
<td>1000Hz</td>
<td>12 bit</td>
<td>BSR 0.5 to 12.5Hz</td>
</tr>
<tr>
<td>S6</td>
<td>mmHg</td>
<td>finger</td>
<td>transmission (1)</td>
<td>125Hz</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S7</td>
<td>Sumner 7 Co2+</td>
<td>hand (non-reflective)</td>
<td>reflective</td>
<td>green (510nm)</td>
<td>230Hz</td>
<td>12 bit</td>
<td>Sumner 4 on-board filter ; cycling at 15 Hz (2nd order Butterworth)</td>
</tr>
<tr>
<td>S8</td>
<td>HeartWatch</td>
<td>finger, ear</td>
<td>transmission</td>
<td>125Hz</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S9</td>
<td>ARM</td>
<td>wrist (non-reflective)</td>
<td>reflective</td>
<td>green (515nm), 2 cm distance</td>
<td>125Hz</td>
<td>0.1 mV/4g</td>
<td>BSR 0.4 to 4.0Hz (2nd order Butterworth)</td>
</tr>
<tr>
<td>S10</td>
<td>N/ID</td>
<td>hand (reflective)</td>
<td>300Hz</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

PPG is an active measurement principle which illuminates the skin surface with high-intensity LEDs and simultaneously measures the intensity of the light reflected. The sensor’s sampling rate f_s is a very important parameter as it decides about the energy dissipation and the device’s battery life on the one hand, but also on the temporal resolution and the signal’s details on the other hand. Although Choi et al. [7] state that 25 Hz are sufficient to derive the HRV adequately and Wolling et al. [33] state that even 10 Hz are sufficient to derive the heart rate properly, most commercial devices use a significantly higher sampling rate to receive detailed signals with a high temporal resolution [32]. However, one has to distinguish the pulse repetition frequency which is up to several kHz and the group frequency in the tens to hundreds of Hz. For the recording of a research dataset, a higher sampling frequency is desirable. The uniform samples can later be resampled to a lower rate or even irregularly sampled for advanced sparse sampling.

Common preprocessing stages for PPG signals include traditional filters such as high-pass, band-pass, and notch filters. High-pass filters are used to detrend the raw signal, to remove the predominating DC component and the baseline wandering, to get a zero-centered signal or to remove the predominating DC component. Consequently, its mean (2) already tells a lot about the applied preprocessing. A mean of about 0.5 % is added as filtered values do not always hit exact 0.

4.1 Reference Data
The recording of a suitable reference dataset with multiple subjects has been prohibited by the SARS-CoV-2 pandemic in 2020. Consequently, recordings from preliminary experiments in 2019 were taken to serve as a reference for the quality review. However, the set of just a few experimental recordings is not itself suitable for a full research dataset, as the number of participants is too small. The evaluation system of the sensor Maxim MAX86140 has been utilized for the recording. The technical details are provided in Table 2, for a more detailed description please refer to Wolling et al. [33].

4.2 Decision Metrics
The suitability and applicability of a dataset is difficult to quantify in a universal way. Hence, we decided to provide the following 7 decision metrics which can be used to support the selection of a publicly available dataset, either from the list of the reviewed 10 references or from a different one by applying the developed tool.

4.2.1 Time Base. The sampling frequency f_s is often assumed to be constant. Hence, the individual samples’ timestamps are usually omitted to save valuable memory and only the desired rate is stated. However, due to internal processes, devices tend to show a deviating sampling period Δt and consequently a jittering frequency. The rate’s (1) mean f_μ is preferably close to the desired value and the standard deviation σ_f is ought to be negligible. Despite that, especially at high f_s it is beneficial to know the exact time of a taken sample to generate a regularly sampled dataset by interpolation.

\[ f_\mu = \frac{1}{n} \sum_{i=1}^{n} f_i \] and \[ \sigma_{f_\mu} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} \left( \frac{1}{\Delta t_i} - f_\mu \right)^2 } \] (1)
with \( \Delta t_i = t_{i+1} - t_i \)

4.2.2 Signal Mean. The raw signal y naturally contains a very large DC component. Consequently, its mean (2) already tells a lot about the applied preprocessing. A mean of about 0 means that the signal has potentially been shifted to get a zero-centered signal or even a high-pass filter has been applied which also causes the signal to drop back to the origin. For practical reasons an error margin ε_for 0.15 % is added as filtered values do not always hit exact 0.
ADC are binary integers by nature (5).

4.2.3 Signal Scope. The signal’s scope (3) represents only a minor fraction of the overall signal’s extent and is often cropped at its minimum to reduce the memory demands. In many cases, the signals are even scaled and normalized in the range of [0, 1]. In other cases, the signal is fit into the range of [−1, 1], but if the signal has been zero-centered beforehand, then either the min(y) or the max(y) might not reach the lower −1 or upper 1 boundary.

\[
y : \begin{cases}
0 < \text{min}(y) < \text{max}(y) & \text{, normal scope} \\
\text{min}(y) \geq 0 \land \text{max}(y) > 1 & \text{, cropped} \\
\text{min}(y) \geq 0 \land \text{max}(y) \leq 1 & \text{, [0, 1] normalized} \\
\text{min}(y) \geq -1 \land \text{max}(y) \leq 1 & \text{, [−1, 1] normalized}
\end{cases}
\]

4.2.4 Granularity. The granularity Δ of the signal y is ideally identical to its amplitude resolution if the sampling rate \( f_s \) is sufficiently high to quantize and reconstruct the signal slopes. It is determined from the sorted list of unique values without duplicates by seeking the minimum Euclidean distance (4). The granularity helps to unveil applied preprocessing as the values directly obtained from the ADC are binary integers by nature (5).

\[
\Delta = \text{min}(y_i - y_{i-1}) \forall y_i \in \text{sort}(\text{unique}(y))
\]

\[
\Delta \in \mathbb{N} \land \Delta = 1 \quad \text{, integer of 1 digit}
\]

\[
\Delta \in \mathbb{N} \land \Delta > 1 \quad \text{, integer, small } f_s \text{ or short } t
\]

\[
\Delta \in \mathbb{R} \quad \text{, floating-point}
\]

4.2.5 Clipping. If the signal has been normalized either to [0, 1] or to [−1, 1], clipping artifacts can occur at the boundaries which cut the caps of the lowest and highest peaks. Those flat tops are detected by means of multiple successive samples that stay at the constant boundary values for a longer period \( t_c \), then counted and averaged over 30 s windows along the entire time series.

4.2.6 Flipping. Traditional pulse oximetry sensors monitor the PPG signal proportional to the course of the arterial blood pressure (ABP) and hence have to flip it to enable this analogy. The raw signals of both PPG modes, however, originally show an inversely proportional course [1]. To determine the pulse direction, two measures are determined. The first one determines the pulses’ center of mass which is usually originated at the systolic onset while the diastolic peak is much lighter. Based on Choi et al. [8], the second measure compares the steepness of the down and up slopes which are steeper for the systolic than for the diastolic phase.

4.2.7 Frequency Spectral Ratio. As all physiological signals, raw PPG signals are non-stationary and dominated by low-frequency baseline wandering. Hence, most approaches are applying a high-pass or band-pass filter to remove the low-frequency components and to limit the pulsatile signal in a constant boundary envelope. This filtering, however, prevents the option to analyze these frequency components which are associated with activity in the autonomic nervous system and particularly respiration [10, 22, 25].

The frequency spectrum is split up into four bands. The very low frequency VLF band (0.0 to 0.167 Hz) predominantly contains random baseline wandering. The low LF band (0.167 to 0.667 Hz respective 10 to 40 bpm) mainly contains respiratory signals, but is overlapping with the intermediate IF band (0.5 to 3.0 Hz respective 30 to 180 bpm) which mainly contains the heartbeat signal [10, 12]. The high frequency HF band (>3.0 Hz) is associated with noise, but can also contain higher harmonics of the heartbeat. Disturbances through daily motion are mainly located in the 1.0 to 2.5 Hz band [31] and, consequently, might affect these metrics.

The metrics are derived from firstly the ratio of the dominant peak in the VLF versus the dominant peak in the IF band (6) and secondly the dominant peak in the LF versus the mean of the IF band (7). They are covering the most common corner frequencies applied to detrend the raw PPG signal.

\[
\frac{\text{max}(\text{VLF})}{\text{max}(\text{IF})} : \begin{cases}
\gg 1 & \text{, if very low frequencies present} \\
1 & \text{, if high-pass filtered, } f_c \geq 0.167 \text{ Hz}
\end{cases}
\]

\[
\frac{\text{max}(\text{LF})}{\text{IF}} : \begin{cases}
\gg 1 & \text{, if low frequencies present} \\
1 & \text{, if high-pass filtered, } f_c \geq 0.667 \text{ Hz}
\end{cases}
\]

4.3 Results

Table 3 summarizes the output from the multi-varied quality analysis tool applying the presented 7 decision metrics. Most of the reviewed datasets were recorded at a sampling rate \( f_s \) of more than 100 Hz, except for the two datasets S02 and S03 based on the wearable Empatica E4 with fixed 64 Hz. The time bases are provided for S01, S06, and S07. However, as no jitter was detectable for S01, its samples’ timestamps have probably been added subsequently, based on the desired \( f_s \), but the real \( f_s \) according to the device’s internal clock is not traceable anymore. In contrast, S06 and S07 provide real timestamps of the samples’ moments which enables the subsequent resampling and interpolation to a regular rate. S01 and S05 showed a granularity of 1 which allows the conclusion that those contain actual raw signals directly obtained from the ADC. However, while the other metrics of S01 indicate that it was not preprocessed at all, the ones of S05 indicate a flipped signal course. The majority of the flipped time series are originated in a transmission mode measurement (S05, S06, S08, and S10) while only the Empatica E4 devices’ signals S02 and S03 are also flipped, presumably to conform with the measurements of traditional pulse oximeters. For S07 it was not possible to validate the detected direction. Although most time series were filtered, only S02, S03, S09, and S10 are actually zero-centered. While S06 is ideally fitted into [0, 1], S04 is rather [−1, 1], but probably intended to be also [0, 1]-normalized. The metrics VLF and LF reliably distinguish the unfiltered (S01, S04) from the less (S07, S10) and the strongly (S08, S09) high-pass filtered datasets. However, they are inapplicable for S05 as it contains only very short signal snippets of 2.1 s which result in a very coarse and inadequate frequency spectral resolution. Only S10 showed clipping artifacts which are typical for aged CapNoBase data. In general, the results of S02 and S03, originated in the same research team, show a high similarity and accordance although the datasets contain independent recordings from different studies with different research questions. Accompanied by REF only the most recent dataset S01 proved itself to contain entirely raw signals, but S01 without providing real timestamps.
### Table 3: Results of the multi-varied quality analysis. Color highlighted indicators for the output of the 7 decision metrics with green: positive, red: negative, orange: vague declaration, blue: unverifiable. Additionally, overview of subsidiary measures.

<table>
<thead>
<tr>
<th>id</th>
<th>dataset</th>
<th>sampling rate $f_s$ (Hz)</th>
<th>mean</th>
<th>min</th>
<th>max</th>
<th>gran. A</th>
<th>ZC</th>
<th>VLF / IF</th>
<th>LF / IF</th>
<th>artifacts</th>
</tr>
</thead>
<tbody>
<tr>
<td>REF</td>
<td>Reference Data [MAX86140]</td>
<td>512</td>
<td>511.750</td>
<td>500.000</td>
<td>3752.9</td>
<td>3749.0</td>
<td>3745</td>
<td>3757</td>
<td>1</td>
<td>No</td>
</tr>
<tr>
<td>S01</td>
<td>MAXREFESE1004</td>
<td>400.0</td>
<td>400.000</td>
<td>394.4</td>
<td>694.6</td>
<td>566.1</td>
<td>7387.0</td>
<td>1726.0</td>
<td>1553</td>
<td>0.010</td>
</tr>
<tr>
<td>S02</td>
<td>PPG-DalA</td>
<td>64.0</td>
<td>-0.002</td>
<td>-1647.390</td>
<td>1557.6</td>
<td>3205.0</td>
<td>59923</td>
<td>0.010</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>S03</td>
<td>VESAD</td>
<td>64.0</td>
<td>-0.000</td>
<td>-873.670</td>
<td>988.080</td>
<td>1816.8</td>
<td>51450</td>
<td>0.010</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>S04</td>
<td>BloodLessVM</td>
<td>200.0</td>
<td>0.475</td>
<td>-0.015</td>
<td>0.998</td>
<td>1.011</td>
<td>3017</td>
<td>0.001</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>S05</td>
<td>PPG-BF</td>
<td>125.0</td>
<td>125.000</td>
<td>124.99</td>
<td>126.0</td>
<td>168.2</td>
<td>2587.0</td>
<td>955.0</td>
<td>511</td>
<td>1</td>
</tr>
<tr>
<td>S06</td>
<td>BIDMC</td>
<td>125.0</td>
<td>125.000</td>
<td>0.359</td>
<td>0.466</td>
<td>0.224</td>
<td>0.698</td>
<td>0.474</td>
<td>407</td>
<td>0.001</td>
</tr>
<tr>
<td>S07</td>
<td>Wrist PPG During Exercise</td>
<td>256.0</td>
<td>255.882</td>
<td>255.795</td>
<td>1195.3</td>
<td>1269.8</td>
<td>1498.1</td>
<td>228.972</td>
<td>2757</td>
<td>0.003</td>
</tr>
<tr>
<td>S08</td>
<td>Cuff-Less Blood Pressure Estimation</td>
<td>103.0</td>
<td>102.999</td>
<td>102.999</td>
<td>4.092</td>
<td>4.092</td>
<td>2792</td>
<td>0.001</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>S09</td>
<td>IEEE SPC 2013 (THU-BKA)</td>
<td>125.0</td>
<td>125.000</td>
<td>0.708</td>
<td>-270.000</td>
<td>208.500</td>
<td>478.500</td>
<td>478.500</td>
<td>840</td>
<td>0.300</td>
</tr>
<tr>
<td>S10</td>
<td>IEEE SPC 2013</td>
<td>300.0</td>
<td>300.000</td>
<td>0.215</td>
<td>-0.940</td>
<td>10.240</td>
<td>20.080</td>
<td>754</td>
<td>0.020</td>
<td>Yes</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>id</th>
<th>Property</th>
</tr>
</thead>
<tbody>
<tr>
<td>REF#</td>
<td>number of ECG: VREF; IF: very low to intermediate frequency ratio; LF: low to intermediate frequency ratio; 1: too noisy signal; 2: too short recordings</td>
</tr>
</tbody>
</table>

5 DISCUSSION

The results in Table 3 show many alerts and, besides the reference data REF, only dataset S01 fulfills most of the criteria. Nevertheless, also the other datasets are suitable and applicable for specific research questions when being aware of its shortcomings and limitations.

The most important criteria are related to filtering as it significantly affects the signal and limits the expedient applications. If the signal mean is close to zero, most likely a high-pass filter has been applied which removes the low-frequency components and hence shifts the signal. Although it is an artifact of aged datasets, also clipping considerably affects the signal quality by cutting the lowest and highest peak caps and thus impedes their positioning. In contrast, the granularity as well as the $\{0, 1\}$ and $[-1, 1]$ normalizations do not affect the signal itself, but indicate that the raw signals from the ADC have been relabeled according to a physical value or even rescaled. In case of an interpolation process, e.g. due to regularization, the granularity would presumably show rather a floating point than an integer value. In general, the transition from integer to floating point values is unfavorable as the calculation with those often results in rounding errors and inaccuracies. The awareness of flipping allows to repeatedly flip the signal as most algorithms are less effective with slopes in inverse direction.

**Limitations.** We assume that the characteristics of a single time series are valid for the entire dataset. As the two datasets S02 and S03 show, this assumption applies not only within the same series, but also for the same device type. Hence, we carefully selected recordings that, in our opinion, represented a meaningful cross section of the entire dataset. Of course the tool can be applied to all particular data, serving as a basis for a statistical analysis, but this would have gone beyond the scope of this paper.

6 GUIDELINES

We provide the following guidelines to supplement the general requirements on quality datasets, e.g. [4, 29, 34], with a specific focus on PPG datasets. Unprocessed, raw measurements are preferable and do not limit the research in signal processing and algorithms for wearable PPG sensing right from the start. As the performance of wearables tends to be limited, their long-term deployment in-the-wild is not easy. Hence, the sensor configuration is always a trade-off between universality and reusability of the data on the one hand, but required memory and battery life on the other hand.

We would like to encourage 1) to utilize PPG sensors that are capable of recording raw or just slightly filtered signals; 2) to record synchronized reference signals such as ECG and RSP; 3) to use the maximum possible sampling rate as long as it does not limit and terminate your experiment early; 4) to save the unfused samples of all particular measurement channels, also the ambient light intensity, if available; 5) to enable the recording of timestamps for each taken sample. These configurations consume higher amounts of valuable memory and energy, so balance the parameters according to your research interests and mitigate others for long-term monitoring.

Further, 6) provide all technical details of the utilized sensing device as well as its configuration. This includes not only the desired sampling rate and the number of measurement channels, but also the components’ names, e.g. of LEDs and photodetectors, their light wavelength and drive current or peak sensitivity, the sample frequency and the number of measurement channels, but also the ambient light intensity, the sample duration, and the applied sampling scheme. Also 7) describe setup, attachment, and measurement location of the sensor. The location “wrist” can for example be described more precisely by adding “volar” for the palm side or “dorsal” for the back side.

A 8) detailed documentation with a brief description of your research domain and questions will help your fellows to appraise whether your experiments and the recorded data are compatible.

7 CONCLUSION

We have presented an analytical tool for the quality review of 10 publicly available photoplethysmography (PPG) datasets, based on 7 multi-varied decision metrics. Although all datasets were advertised to contain raw signals, the characteristics of the PPG data look quite diverse. Our developed tool enables to automatically analyze the suitability and applicability of datasets for the intended research approach and helps to identify preprocessed and filtered signals with a limited evidence. Furthermore, we argue for more quality datasets which actually contain raw PPG recordings that do not limit their further use right from the start. Hence, we provide guidelines for future datasets with a focus on recordings of reflective mode PPG for research in digital signal processing and the development of algorithms for resource-limited wearable devices.

The raw reference data, recorded with the MAX86140EVSY# evaluation system, as well as the implemented Python tool, based on the presented 7 decision metrics, will be available for download to support the reproducibility and the review of new datasets: [https://ubicomp.eti.uni-siegen.de/home/datasets/data20/](https://ubicomp.eti.uni-siegen.de/home/datasets/data20/)
A PLOTS

Figure A.1: Excerpts from the first five reviewed datasets: Short close-up of few pulses on the left, a 30-second window in the middle, and its respective frequency spectrum (FFT) on the right. Note that the PPG-BP dataset (bottom) contains only snippets of 2.1 s length. Frequency bands: very low frequency (VLF, < 0.167 Hz, red), low frequency (LF, 0.167 to 0.667 Hz, orange), and intermediate frequency (IF, 0.5 to 3.0 Hz, green) while the high frequency (HF, > 3.0 Hz) noise and harmonics are clipped.
Figure A.2: Excerpts from the last five reviewed datasets: Short close-up of few pulses on the left, a 30-second window in the middle, and its respective frequency spectrum (FFT) on the right and cannot be analyzed in the frequency domain. Frequency bands: very low frequency (VLF, < 0.167 Hz, red), low frequency (LF, 0.167 to 0.667 Hz, orange), and intermediate frequency (IF, 0.5 to 3.0 Hz, green) while the high frequency (HF, > 3.0 Hz) noise and harmonics are clipped.