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Abstract

Industrial applications are increasingly demanding more
low-power operations, deterministic communications and
end-to-end reliability that approaches 100%. By keeping
nodes time-synchronized and by employing a channel hop-
ping approach, IEEE 802.15.4-TSCH (Time-Slotted Chan-
nel Hoping) aims at providing high-level network reliability.
For this, however, we need to construct an accurate sched-
ule, able to exploit reliable paths. In particular, radio links
with high Packet Error Rate should not be exploited since
they are less energy-efficient (more retransmissions are re-
quired) and they negatively impact the reliability. In this
work, we take advantage of the continuously advertisement
packets transmitted by the nodes to identify neighbors with
a good link quality. We argue that when a node ranks its
neighbors through their rate of broadcast packets received,
it can identify stable parents, even when the data packets
use different, collision-free transmission opportunities. Our
experiments on a large-scale platform highlight that our ap-
proach improves the convergence delay, identifying the best
routes to the border router during the bootstrapping (or re-
converging) phase without adding any extra control packet.
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1 Introduction

Industry 4.0 is currently an emerging approach, aiming to
re-use the IoT concepts in the automation world. The so-
called Industrial Internet of Things (IloT) relies on wireless
technologies that are able to provide a high Quality of Ser-
vice (QoS) for a plethora of industrial applications with high
requirements concerning the latency and the network relia-
bility [1].

To provide Quality of Service (QoS) for industrial-like
wireless networks, IEEE 802.15.4-2015 standard was pub-
lished in 2016 [2], defining in particular the Time-Slotted
Channel Hoping (TSCH) mode. TSCH targets specifically
the low-power, deterministic and reliable wireless industrial
networks. This standard schedules the transmissions such
that each application has enough transmission opportunities
while avoiding collisions.

To construct an accurate schedule, the network needs to
select the best route(s) for each flow, and to allocate enough
transmission opportunities to each node along the path to the
border router. While unicast transmissions may be protected
against collisions in dedicated cells, the control traffic (pos-
sibly in broadcast) uses the shared cells, transmitted with a
best-effort strategy.

Estimating the link quality is of prime interest: selecting a
suboptimal preferred parent implies that many packets have
to be retransmitted to be correctly received by the next hop.
The routing topology is in other words inefficient and the
incriminated nodes may quickly run out of energy. Righetti
et al. highlighted the need of an accurate link estimation
before constructing the 6TiSCH schedule: A mis-estimation
negatively impacts the RPL convergence [3].

Unfortunately, estimating the link quality isn’t trivial.
Many proposed approaches rely on active probing to evalu-
ate the link quality toward all the neighbors. While the prob-
ing period can be adapted dynamically to reduce the over-
head [4], control packets are still required to quickly react to
changes.

Worse, active probing is very sensitive in 6TiSCH. Using
shared cells for the probes leads to many collisions, even
with L2 and L3 control packets. Thus, some propositions
rely on reserving a dedicated cell for each neighbor to send
the probes (e.g. [3]). Such strategy tends to be expensive
and suboptimal, though: could we reach the same objective
without relying on additional control packets?



In this work, we propose a purely passive approach for
6TiSCH, where a node identifies the best possible parents
without testing individually every unicast link. To select the
most accurate preferred parent, a node ranks its neighbors by
the amount of advertisement packets received from each of
them and chooses one of the top ranked ones to forward its
packets.

To the best of our knowledge, this work is the first to argue
that a ranking of the candidates is sufficient: a node does not
need to estimate ’exactly’ the link quality through a neighbor.
We verify experimentally that this metric may constitute a
good estimator even if the broadcast packets are subject to
collisions.

The contributions presented in this paper are as follows:

1. We propose a passive approach where a node can iden-
tify good neighbors without unicast probes. More pre-
cisely, we rank different possible parents using only
the broadcast rate instead of estimating expensively the
Packet Delivery Ratio (PDR). This metric can be used
for both bootstrapping and the DODAG reconfigura-
tion;

2. We analyze statistically the size of the observation win-
dow in order to minimize the reactivity time while iden-
tifying accurately the best candidates parents;

3. We integrate our passive ranking method in the 6TiSCH
stack, to achieve an higher stability by avoiding
’blindly’ preferred parent changes;

4. We perform an experimental evaluation on the FIT IoT-
LAB to confirm our hypothesis regarding the correla-
tion of broadcast and acknowledged unicast receptions
rate. We highlight that a node is able to safely identify
one of its best parents, and to construct close to optimal
routes.

2 Background and Related Work

We present here the main behavior of the 6TiSCH/IEEE
802.15.4-TSCH stack, to understand more finely the need
and the challenge for an accurate link quality estimation. We
will then detail the existing work, and why these proposi-
tions cannot solve efficiently the link quality estimation in
6TiSCH.

2.1 IEEE 802.15.4-TSCH Overview

Using a different physical channel for successive trans-
missions reduces the impact of external interference and im-
proves the network reliability [5]. Indeed, the standard-
ization bodies have proposed to use channel-hopping tech-
niques, which allow subsequent packets to be transmitted
over different frequencies, mainly to be utilized for indus-
trial wireless networks.

IEEE 802.15.4-2015 has proposed the TSCH mode,
largely inspired from the previous ISA100.11a [6] and Wire-
lessHART [7] standards. The slotframe consists of a matrix
of cells of equal length, each cell being defined by a pair of
timeslot and channel offsets (cf. Figure 1).

The transmissions are organized within this slotframe.
The standard defines two different types of cells:

dedicated cells should be assigned to a group of non-
interfering radio links. The transmitter does not imple-
ment in that case any contention resolution algorithm
since it considers it has a full access;

shared cells are assigned to a group of possibly interfer-
ing transmitters. When a transmitter has a packet in
its queue at the beginning of a shared cell, it transmits
the packet immediately. If an ack is required but wasn’t
received, the transmitter considers a collision occurred.
In that case, it selects a random backoff value, and skip

the corresponding number of shared cells.
At each timeslot, a node may transmit or receive a frame,

or it may turn to sleep mode for saving energy. A set of time-
slots constructs a slotframe. Each timeslot is labeled with an
Absolute Sequence Number (ASN), a variable which counts
the number of timeslots elapsed since the network was estab-
lished.

At the beginning of each timeslot, the channel offset is
translated into a physical channel using the ASN value:

frequency = F {(ASN + channel O f fse[) % nF req} ()

where ASN denotes the Absolute Sequence Number of
the timeslot, channelOf fset the channel offset of the cur-
rent cell, nFreq is the number of available channels*, and F/]
is a bijective function relying an integer comprised between
0 and nFreq and a physical channel [8]. Finally, note that
each cell can be either dedicated (contention-free) or shared
(contention-based approach).

Many distributed and centralized scheduling algorithms
have been proposed so far for TSCH networks [9]. Whatever
the scheduling algorithm, we need to select the most reliable
links to forward the packets. The centralized scheduling al-
gorithms assume the link quality of each radio link is known
a priori while each mote reserves reactively as many cells as
required with its preferred parent in the distributed approach.
In both approaches, identifying the best parents is of utmost
importance.

Let us consider the TSCH schedule illustrated in Figure 1,
with a slotframe of 9 timeslots and 5 channel offsets. The
broadcast packets can be transmitted safely during the shared
cells: all the nodes have to stay awake during this timeslot.
Thus, a single transmission covers all the radio neighbors, if
we exclude physical errors. The data packets use rather the
dedicated cells and are protected against internal collisions.
In this schedule, one transmission opportunity is reserved for
each radio link.

2.2 6TiSCH Overview

The 6TiSCH IETF working group aims to define proto-
cols to bind IPv6 (i.e. 6LoWPAN) to a reservation based
MAC layer (i.e. TSCH). 6TiSCH makes a distinction be-
tween the protocol which defines how to negotiate the cells
(i.e. 6P [10]) and the algorithm deciding how many cells
to allocate in the schedule (the Scheduling Function such as

*16 channels are at most available when using IEEE 802.15.4-
compliant radios at 2.4 GHz
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Figure 1. An example of TSCH scheduling for node D.
A — D stands for ’A transmits to D’, while the shared cell
is used for broadcast or control frames.

SFO [11]). The solution is very flexible since any scheduling
algorithm may be practically implemented: a new Schedul-
ing Function has just to be defined and interfaced with 6P.
Typically, 6P packets use the shared cells since they must be
exchanged with some radio neighbors with which dedicated
cells are yet to be negotiated.

6TiSCH minimal [12] advocates the usage of one at the
beginning of the slotframe, used for control packets, possi-
bly in broadcast. For instance, Enhanced Beacons (EBs) are
transmitted during the shared timeslot so that new nodes may
associate with the existing network. The rest of the slotframe
comprises dedicated cells, which are reserved through 6P.

2.3 Link Quality Estimation

While the radio links exhibit very different link qualities
in wireless networks, the routing protocol should select the
shortest but most reliable paths [13]. Optimizing the service
provided by the link layer to the network layer thus imposes
to minimize the link layer transmissions required for a data
packet to be correctly delivered (and acknowledged) by the
sink station.

Dawans et al. already demonstrated that using a default
link value tends to privilege the selection of newly discov-
ered neighbors as preferred parents [14]. Thus, updating the
link quality continuously is not enough: the quality toward
all the neighbors has to be more or less roughly estimated.
2.3.1 Active Monitoring

A node may estimate the link quality actively toward a
neighbor, by transmitting probe packets. MoMoRo proposes
to combine several metrics (ETX, RSSI and LQI) to estimate
the link quality [15]. Bildea et al. propose to categorize
the different links, discriminating good, bad and intermedi-
ate link qualities with a Gilbert-Elliot model [16]. We are
also convinced that an exact link quality is not mandatory to
select one of the best radio links to route the packets.

The last version of Contiki (3.0) implements a probing
method: each inactive neighbor is probed periodically to
discover better next hops. Vallati et al. [17] verified ex-
perimentally that probes allow the nodes to select only the

best links, and to reduce globally the packet losses. Unfortu-
nately, probes are sources of energy wastage and create col-
lisions with other control packets. Besides, sending probes
independently to each possible neighbor is too expensive for
dense topologies.

Pradittasnee et al. proposed to use broadcast probes to re-
duce the overhead [18]: each node knows the amount of re-
ceived probes to infer the packet delivery ratio. Even though
broadcast probes induce lower costs (e.g. energy, process-
ing) than unicasted ones, they still increase the probabilities
of collisions with other control packets and resulting expen-
sive retransmissions.

Consequently, we propose rather to avoid such probes, by
using a passive estimation of the link quality, based on the
monitoring of existing control packets.

2.3.2  Passive Monitoring

Alternatively, passive approaches only use the existing
traffic to infer the link quality. The monitoring process does
not disturb the network (i.e. collisions and energy consump-
tion).

Gomes et al. propose to introduce LQE nodes dedicated
to traffic monitoring and link quality estimation [19]. Typ-
ically, LQE nodes are all the nodes which have to forward
traffic. They use the RSSI and LQI values to infer the Packet
Delivery Ratio (PDR) of the given links. Unfortunately,
RSSI and PRR have been proved to be only loosely corre-
lated in many situations [20].

LPL approaches use a preamble before each data trans-
mission so that the receiver stays awake to receive the packet.
Overhearing may be used to affine the link quality estima-
tion, even if the node does not exchange packets with one
of its neighbors [21]. In that case, a node must capture all
the packets even if it is not the link layer destination. Then,
it uses the RSSI of the received frame after having properly
inferred the identifier of the transmitter to estimate the ratio
of corrupted frames.

However, data packets are exchanged only with active
neighbors. Thus, the link quality toward an inactive neigh-
bor can only be estimated if the node overhears the traffic.
Unfortunately, overhearing is expensive, and may even be
impossible in multichannel (this neighbor may use a differ-
ent channel offset during the same timeslot).

2.3.3 Hybrid Monitoring

Hybrid approaches try to combine both active (active
neighbor) and passive (inactive neighbor) methods. Thus,
probing packets are used only when no data traffic is avail-
able.

For instance, 4-Bit Link estimation mixes active (probe
packets) and passive (ETX for data packets) criteria [22] so
that probes are only used when no data packet is exchanged
with a given neighbor. Probes are broadcast to mutualize the
overhead: one single probe helps to refine the link quality
toward all the neighbors.
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3 Problem Statement

We need to identify good links to construct efficient
routes. In particular, a node N has to estimate the link quality
toward:

e its active neighbors, with which it exchanges data
packets. Typically, an active neighbor is a node for
which it forwards the packets, or to which it sends its
own traffic, a next top toward the border router. A pas-
sive method is easy to implement: it is sufficient to mea-
sure the Packet Delivery Ratio.

e its inactive neighbors, with which no unicast packet is
exchanged. In 6TiSCH, no dedicated cell is reserved to
these neighbors, and no data packet is available for a
passive measurement. Nevertheless, an inactive neigh-
bor may be selected as preferred parent when the radio
link qualities change or if the primary parent crashes.

3.1 Limits of existing approaches

We assume that RPL is used for routing, and we use the
objective function OF0 to compute the rank, based on the
ETX of the links". 6TiSCH minimal [12] does not recom-
mend any default ETX value for inactive neighbors. The
OpenWSN implementation* uses a default link cost of 4, i.e.
the ETX toward an inactive neighbor is assumed to be 4.

A node N computes its own rank from those of its pre-
ferred parent P:

rank(N) = rank(P) + MinHopRankIncrease « ET Xn_,p
@)
with rank(S) denoting the rank of the node S, MinHop-
RankIncrease is a constant (by default equal to 256), and
ETXy_,p denotes here the ETX value from N to P.
Let us consider the topology depicted in Figure 2. Since
all the neighbors are considered initially as inactive, all the

"We use here the default parameters for OF0 [23]
*http://www.openwsn.org/

ETX values are assumed to be equal. Thus, N picks as pre-
ferred parent its neighbor with the lowest rank. After its as-
sociation, N sends some packets to A and is able to refine
its ETX estimation to reflect the actual link quality. Thus,
its rank is updated from 1281 (= rank(A) + 256 x4) to 1537
(= rank(A) 4256 % 5) N detects that another neighbor (B)
would provide a lower rank: N will change its preferred par-
ent to B. If the actual ETX value is superior than the default
ETX, N will probe iteratively each neighbor.

Inversely, using a too large default ETX is also subopti-
mal. In Figure 2, N will not select C or D as preferred parents
although they provide a better path to the border router. In-
deed, their rank with the default value would be 1304 and
1324 respectively. Since their default ETX is too large, these
nodes will never be selected, without any opportunity to re-
estimate more accurately the link quality.

The problem becomes even trickier to handle with tem-
poral variations, very common for this kind of scenario.For
inactive neighbors, the link metric was evaluated a long time
ago and does not reflect the current quality. De facto, these
neighbors will never be considered again to serve as pre-
ferred parent, except if the current one crashes or its link
quality becomes very bad (i.e. ETX > 4).

For higher network density, a node may limit the number
of neighbors to be included in its neighbors table. In such
scenario, the nodes exclude periodically from their neigh-
borhood table their worst neighbors. Later, these neighbors
might be added back with the default link cost until they
are probed again. With this inclusion/removal, a node may
consider again a bad neighbor when a parent changing is re-
quired.

3.2 Challenges

A naive approach would consist in probing each radio
link individually to measure the Packet Error Rate. However,
such an approach is practically inapplicable:

e cach neighbor must be probed independently, generat-
ing a large volume of control packets. Such an estima-
tion phase would waste too much energy as it should
be executed continuously to detect radio link quality
changes;

o if the probes use the shared cells, they may collide with
other sensitive packets such as EB and routing pack-
ets. Possibly, such method would disturb the routing
and synchronization protocols, thus preventing the net-
work from converging properly.

We have to tackle the following challenges:

1. Inactivity: the link toward all the nodes must be es-
timated. In a 6TiSCH network, a node only communi-
cates with its preferred parent and its RPL children [24],
while its others neighbors are inactive;

2. Passiveness: the link quality should be estimated pas-
sively to reduce the energy consumption;

3. Reactivity: the estimation must handle link quality
variations, and should be able to recover when the link
quality toward a neighbor significantly decreases;

4. Stability: the estimator should be tolerant to short-
terms variations to avoid excessive parents switching;
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broadcast slots between two nodes.

5. Multichannel: we have to accurately estimate the link
quality even when multiple channels are used. In partic-
ular, the different channels may exhibit a very different
PDR [25], thus distorting the estimation when only a
few packets are used to compute the PDR;

6. Broadcast accuracy: broadcast packets use shared
cells (with collisions) while data packets use dedicated
(contention free) cells. Thus, the PDR of both types
of cells is very different and transforming the broadcast
PDR into an unicast PDR cannot be made easily.

For instance, Figure 3 illustrates the evolution of such
different PDR, as obtained in shared and dedicated cells
with a star network of 11 nodes (experimental setup de-
scribed in Section 4.1).

3.3 Scenario & Assumptions

We focus here on a convergecast multihop network,
since bidirectional traffic is still not efficiently supported by
6TiSCH and RPL [26]. Figure 4 illustrates a typical topol-
ogy: the plain lines represent the uplinks selected by the
routing protocol (RPL in our performance evaluation). Each
node selects a preferred parent, to which it sends all its uni-
cast traffic.

To be received correctly, the Enhanced Beacons (EB) and
the RPL’s DODAG Information Object (DIO) have to be
transmitted during the shared cells, when all the nodes have
to stay awake. Thus, a node continuously receives broadcast
packets from its neighbors. Since the broadcast packets are
never acknowledged, no backoff is used before the transmis-
sion, and the control packets may collide. Figure 4 depicts
the outgoing transmissions of node E. The broadcast pack-
ets are received by B,D, C and F, while unicast packets are
received by B only.

Our hypothesis is that there is a correlation between the
reception rate of advertisement packets from a given neigh-
bor and the link quality it would provide as a preferred par-
ent. In other words, if the broadcast rate of C — F is larger
than those of E — F, the unicast PDR is assumed to be
higher for the radio link ¥ — C than for the link F — E.

routing uplink (data)

----------- radio link (broadcast)

Figure 4. A multi-hop network with its uplinks and
downlinks.

As mentioned in Section 2.1, a TSCH slotframe is com-
posed of shared and dedicated slots. They are used in our
scenario in the following way:

1. shared cells are used to transmit EB or DIO packets
(broadcast);

2. dedicated cells are only used to forward the data and
DAO packets (unicast toward the border router).
Can we use the broadcast packets sent through shared
cells prone to collisions to classify the link quality of the
unicast collision free cells?

4 Can we use the broadcast rate to estimate
the unicast, contention-free link quality?
Thus, a broadcast packet may not be received correctly
because of:

collisions: broadcast packets have to be transmitted during
the shared cells, i.e. with contention, so that all the
neighbors are awake to receive them;

SNR: a bad link quality implies some packets are not re-
ceived by some of the neighbors (statistically with the

worst SNR). ) )
However, unicast packets are protected in dedicated cells and

do suffer only from the physical PER. We investigate here
how the broadcast rate can allow to identify good links to
use for unicast transmissions.

4.1 FIT Iot-LAB & Hardware

In this Section, we present our experimental campaign
over the FIT IoT-LAB platform, an open large-scale and
multiuser infrastructure. The FIT IoT-LAB platform is a
shared platform with potential concurrent experiments, thus
providing a realistic environment for IoT-related systems and
applications experiments.

We employ the A8-M3 motes, based on ARM3505 (ARM
Cortex A8) combined with a STM32 micro-controller and a
AT86RF231 radio chipset, providing an IEEE 802.15.4 com-
pliant PHY layer. We also execute OpenWSN that imple-
ments the full 6TiSCH stack (i.e. IEEE 802.15.4-TSCH, 6P,
SFO, 6LoWPAN and RPL).



We implemented our proposal in OpenW SN, where nodes
register the number of broadcast packets sent by their neigh-
bors. To control more finely the experiments, and to mimic
radio links with different qualities, we pre-installed a sched-
ule at the compilation time (without collisions for dedicated
cells). Our modifications are freely available on GitHub 9.

4.2 Measurement

We use here the topology depicted in Figure 5. We fo-
cus on a specific node (hereafter designated as farget node)
which sends its packets periodically to each neighbor at a
time. The radio link quality depends coarsely on the distance
to the target node.
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Figure 5. Topology with different links qualities.

We compute in a centralized manner a schedule so that:

1. the shared cells are used to transmit the enhanced bea-
cons (EB) and the RPL’s DIOs. The target node tracks
all the broadcast packets received from each of its
neighbors;

2. a dedicated cell is reserved with each neighbor. This
cell is used to transmit unicast (data) packets to com-
pute the unicast Packet Delivery Ratio (PDR). The tar-
get node would expect to obtain this PDR if it chooses

the corresponding neighbor as next hop toward the sink.
Reserving a dedicated cell with each neighbor is required

here to measure practically the unicast PDR. In a real de-
ployment, the target node would reserve dedicated cells with
its preferred parent only.

We use the default values for the different parameters, as
depicted in the Table 1. Each experiment lasts 24 hours, log-
ging approximately 132,000 broadcast and 140,000 unicast
packets 1.

4.3 Correlation Factor Analysis
First we quantify the correlation for each neighbor (#) be-
tween:
1. unicast PDR: the ratio of unicast packets transmitted
to n and for which the transmitter receives an acknowl-
edgement;

2. the broadcast rate (BR): the number of broadcast
packets received from »n during a certain time window.

$https://github.com/rodrigoth/openwsn-fw
IOur dataset is available at https://github.com/rodrigoth/
ewsn2018 and can be freely exploited by the community.

Table 1. Default values used in the correlation and rank-
ing analysis.

Duration 24 hours
. Topology Multipath

Experiment # of nodes 11
Testbed side Grenoble
Slotframe length 31
# of shared cells 1

TSCH Timeslot duration 15 ms
EB period 15s
Schedule policy fixed

| CoAP | CBR | 1 pkt/sec |

DAO period 60 s

RPL DIO period 10s

Radio 802.15.4 channels 11-26
Transmission power | -4 dBm

We measure here the Pearson correlation metric. All the
symbols used in this work are depicted on Table 2.

The Pearson coefficient (Equation 3) is a linear correla-
tion factor commonly used in statistics to measure the linear
correlation between two inputs variables. It is defined for-
mally by:

cov(X,Y) 3)
" eX)o(Y)
with 6(X) denoting the standard deviation for the stochastic
variable X, and cov(X,Y) the covariance of the variables X
and Y.

This coefficient ranges from -1 to 1, where -1 indicates a
perfect negative correlation and 1 indicates a perfect positive
correlation. The correlation of 0 means the absence of any
correlation between X and Y.

We aim to investigate how much time is required to iden-
tify a correlation. We adjust consequently from 1 to 10 min-
utes the observation window w during which we measure
the unicast PDR and the broadcast rate. Because the PDR
and the broadcast rate are stochastic variables, we need a
sufficient observation window to have an accurate estima-
tion. A small w means that the network can quickly react to
changes, by identifying a significant change in the value of
the stochastic variables.

We focus now on the approach used to calculate the cor-
relation coefficient between the number of broadcast packets
received and the dedicated cell reception rate. We divide the
dataset in portions of w minutes. During a given portion, we
compute the number of broadcast packets sent by a neighbor
n (eq. 4) and received by the target node, likewise the PDR
from the target node to this neighbor (eq. 5).

broadcast packets(n) = Z [EB(n)+DIO(n)] (4)

Y [ack(n — a))
Y [packets(a — n)]

PDR(a,n) = 5)
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Table 2. All the symbols used in this work.

| Symbol | Description
n n'" neighbor node
w length of the observation win-

dow (time during which the dif-
ferent metrics are measured and
averaged)

EB(n) Nb. of Enhanced Beacons (EBs)
received from the neighbor n

DIO(n) nb. of DIOs received from the
neighbor n

ack(b — a) Number of acks received from
node b by node a

packets(a — b) Number of unicast packets sent

to node b from node a

Pearson correlation coefficient

Spearman ranking correlation
coefficient

Fisher coefficient

x|~ O

u Unicast rank (i.e. ranking ob-
tained when the neighbors are
ordered by their unicast PDR)

Ry Broadcast rank (i.e. ranking ob-
tained when the neighbors are
ordered by their broadcast re-
ception rate)

PDR(R,,v)/PDR(Rp,v) | PDR of the node in the v po-
sition in the unicast/broadcast

ranking

With the results obtained from Equation 4 and 5, we cal-
culate the Pearson coefficient r for every portion of time con-
tained in the dataset (eq. 3). We obtain finally a set composed
of all Pearson coefficients:

C=A{ru,rpyecsro—1,r7} 6)

Before calculating the average correlation, we apply the
Fisher transformation to all the elements in C (eq. 6), which
gives us the set F' (eq. 7). This transformation reduces the
bias of the average when working with repeated measure-
ments [27].

F:{favfbw"afzflvfz} (7)
where f; is calculated using the Equation 8.
1 .
ﬁ:O.S*ln( “’) 8)
1— ri

To calculate the average of all correlation coefficients, we
apply Equations (9) and (10), which consist in taking the
average of all normalized coefficients and then converting
them back to r scale.
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Figure 6. Average correlation for different observation
windows, considering a confidence level of 95%.
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Figure 6 shows the average correlation for different win-
dow sizes (w). We observe that when the size of w is small
(less than 2 minutes), the correlation between the two vari-
ables is weak. Indeed, the collisions represent a stochas-
tic variable. Since broadcast transmissions are not so fre-
quent (DIOs are sent every 10 seconds), the broadcast PDR
is mis-estimated, highlighting a loose correlation. This phe-
nomenon is even exacerbated by the slow channel hop-
ping approach: the PDR may depend heavily on the phys-
ical channel. With a small number of packets, the broad-
cast transmissions are in this case not uniformly distributed
among all the channels, creating a statistical bias.

To calculate the ideal size of w, we define the value 7
above which the correlation is assumed to be strong enough.
Evans [28] considers a threshold value of 0.8 is an accurate
choice. Indeed, for r = 0.8, 64% of the variation between
the two variables can be explained by their relationship. The
other 36% are due to external factors or sampling error.

In the evaluated topology, we note a strong correlation in
a multichannel network from 3 minutes onwards. This result
indicates a high positive correlation between the PDR and
the number of received broadcast packets.

F=

(10)

4.4 Neighbors Ranking Correlation

We aim here to evaluate the ability of the broadcast rates
to identify a correct ranking of neighbors. Intuitively, the
neighbor with the highest broadcast rate should also provide
the best unicast quality.

We use the Spearman coefficient to evaluate the quality
of such ranking. This coefficient (Equation 11) is a nonpara-
metric measure between two ranked variables: their values
are sorted based on a specific criteria. We use the PDR of
unicast packets for the first ranking, and the broadcast rate
of DIOs and EBs for the second ranking. The Spearman co-
efficient has the same range as the Pearson coefficient and
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Figure 7. Spearman rank average correlation for differ-
ent observation windows, considering a confidence level
of 95%.

exhibits the highest value when both variables have identical
ranking and the lowest when they are fully opposed.

6Y [rank(x;) — rank(y,-)]2
(2=1)

Pxy = 1- an
where [ is the sample size.

Figure 7 shows the average rank correlation for different
values of w. We adjust the observation window from 1 to
10 minutes. We adopt the same approach (Fisher transfor-
mation) as in Section 4.3. We also consider that any value
of p greater than 0.8 is a strong correlation factor (Section
4.3). As seen in the Pearson correlation result (Figure 6), for
lower values of w the ranking correlation p is also weak. In
this case, the collisions bias the estimation as well. Around
3 minutes, the two rankings exhibit a strong correlation.

4.5 Neighbors Ranking Efficiency

We consider that a node does not need to estimate initially
the exact PDR of unicast packets to a neighbor. A node has
rather to identify one good neighbor to join the network and
to start reserving cells and sending packets. Thus, neigh-
bors with almost the same link quality should be considered
equivalent: a refined estimation would be too expensive for
the corresponding added value. Inversely, a node must ab-
solutely avoid selecting a bad parent: the joining procedure
would be very expensive.

We make the following distinctions between different
rankings (e.g. as depicted in Figure 8):

1. Perfect ranking: both rankings are identical. While
the PDR are different in broadcast and unicast, all the
neighbors are ranked identically;

2. Acceptable ranking: the rankings are slightly differ-
ent, but the top ranked nodes are still neighbors with
the best qualities. For instance, the node B is identified
as a good neighbor when considering the unicast PDR;

3. Bad ranking: both ranking are very different, and we
cannot use the broadcast PDR to identify good neigh-

node A
unicast PDR of 90%

broadcast rate of 70 pkts

} Good links

Intermediate
J links

N
AR
} Bad links

Tt Unicast Ranking
"">~~.___ Broadcast Ranking

E [75] E [51]

F[7] F[5]

E [57]
F[12]

Perfect ranking Acceptable ranking Bad ranking

Figure 8. Different types of ranking agreement

bors. In Figure 8, we would select the node D since it
provides the highest broadcast rate although it provides
a very poor unicast PDR.

We aim here to quantify the difference among the broad-
cast and unicast rankings. For instance, if we select the
neighbor with the highest broadcast rate (our passive solu-
tion), what would be the decrease in PDR compared with
a solution measuring directly the unicast PDR (which re-
serves a dedicated cell with each neighbor and generates
probe packets)? We define the following metric to compute
the normalized difference between the PDR which may be
obtained using the two corresponding rankings (unicast vs.
broadcast):

t
Y, PDR(R,,v) — PDR(R,v)
A(Ry, Ry, 1) = =1

, (12)

Y, PDR(R,,v)
1

V=

We consider that a node must be able to identify two good
preferred parents. Indeed, several routing solutions rely on a
primary and a backup route to provide high-reliability. For
instance, 6TiSCH advocates the selection of two parents,
with a replication scheme among the two routes [29]. Thus,
we aim here to evaluate the ability of the broadcast rate met-
ric to select the two best ranked neighbors (r =2 in eq. 12).

We can note that, in Figure 9, the A(R,,Rp,2) tends to
decrease for higher values of w. Around w = 3 minutes, its
average yields less than 0.1, corresponding to a very low er-
ror rate: the broadcast rate can be used successfully to infer
the unicast quality.

Next, we measure the impact of the density, i.e. from
10 to 19 neighbors. When the density is high, the collision
rate in the shared slots increases. Thus, the broadcast rate is
more loosely dependent on the link quality: the packets are
dropped mostly because of collisions.
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Figure 9. Average of the difference between the top
ranked nodes in both rankings (unicast and broadcast)
for different observation windows (w), considering a con-
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Figure 10. Impact of the number of neighbors on the
ranking, considering a confidence level of 95%.

To limit the collision probability for this quite high den-
sity, we use three shared cells, placed uniformly in the slot-
frame. Otherwise, the number of neighbors is too high and
one shared cell would not be sufficient to transmit all the
control packets [30].

Figure 10 shows the impact of the node density on our
ranking approach for w = 4 minutes. We observe that
the ranking performs similarly regardless of the number of
neighbors. For such scenarios, the quantity of shared cells
and their new positioning in the slotframe minimizes the im-
pact of collisions on the ranking and we achieve a very low
error rate. To deal with even higher density, we would have
to increase the number of shared cells so the nodes have
more opportunities to send their broadcast packets at differ-
ent times. A collision of the broadcast packet would impact
the convergence and the stability of the network [24].
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Figure 11. Multipath topology to measure the end-to-end
path quality.

5 Using the Broadcast Rate for the RPL’s
rank

6TiSCH minimal advocates the use of the Objective Func-
tion OFO [23] for rank computation using the ETX metric to
estimate the link quality. Straightforwardly, we can use the
rate of broadcast packets received instead of the ETX in the
rank computation:

expected adv. packets by i
DIO(j)+ EB(j)

*256
13)

The rank of a node is in this case the rank of the preferred
parent, plus the inverse of the broadcast rate. To normalize
the broadcast rate, a node assumes its broadcast period is the
same as those of its neighbors.

rank(i, j) = rank(j)+3x

To measure the accuracy of this rank to capture the end-
to-end path quality, we focus now on a multipath topology
(Figure 11). Each link has a different link quality, which is
roughly the same for each hop of the path. A good path must
provide a high end-to-end reliability, with a small delay. We
argue that the broadcast rate allows each node to select the
best parents, and to set up globally efficient routes.

The broadcast rate is simply obtained by monitoring the
number of broadcast packets received from each neighbor
along each path. Then, we measure independently the end-
to-end PDR of each possible path: dedicated cells are re-
served for each path, and the target node generates one data
packet per second to the sink. We selected an observation
window of 4 minutes since it exhibits a high linear correla-
tion (Figure 6) and a high rank correlation (Figure 7) (the
confidence interval is above 80%).
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Figure 12. Unicast PDR and Broadcast rate for each path
(confidence level of 95%).

Figure 12 illustrates the broadcast rate of each neighbor
and the PDR of each path, ordered by their path quality.

Both paths 1 and 2 exhibit the lowest broadcast rate and
the poorest end-to-end PDR — ~ 65%. We have then the
medium quality paths (3 and 4) which provide a medium
end-to-end PDR and they are classified medium for the
broadcast rate metric. Finally, all the other paths provide
an high PDR, with significantly different broadcast rates (37
for the path 9 vs. 23 for the path 5). While we are not able
to derive the PDR from the broadcast rate, it remains a very
good discriminator of path quality. Practically, a node has
several good possible parents and should select one of them,
while limiting the overhead (probes, number of 6P reserva-
tions, parent changes, etc.). In conclusion, the broadcast rate
is definitely an accurate metric to detect fast and passively
one of the best parents.

However, the most important is that the highest broadcast
rate allows the target node to identify the best path, which is
actually the case.

We finally measure the end-to-end delay achieved through
the different paths (Figure 13). We clearly identify a strong
correlation between the PDR and the delay: a low reliabil-
ity implies that the node has to retransmit several times the
packet before receiving an acknowledgement. Thus, as an-
ticipated, paths 1 and 2 present the highest delay and the
poorest reliability.

6 Integration in 6TiSCH and SF0

We integrated our passive approach in the latest version of
OpenWSN stack/. Each nodes registers every reception of a
broadcast packet sent by each of its neighbors for a period of
time (equal to the observation window w). Every w minutes,
the nodes ranks its neighbors based on the broadcast rate,
and selects the best one as its preferred parent. In addition,
we activate the Scheduling Function SFO [11] to allocate the
dedicated cells in a distributed manner.

Inttp://openwsn.org/
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Figure 13. Impact of the number of broadcast rate on the
end-to-end delay.

We compare the two following approaches:

e blind selection: the default behavior of openWSN, us-
ing a default ETX metric of 2 (50% of error rate) for an
inactive neighbor;

e broadcast-rate aware selection: based on the observed
broadcast rate, a node selects as preferred parent the
neighbor with a smaller rank and with the highest
broadcast rate.

To study the convergence, we compare the number of par-
ent changes for both versions. Every parent changing starts
a new negotiation process between a node and its new pre-
ferred parent, where they exchange control packets to reserve
bandwidth. The objective here is to show that our method is
tolerant to short variation on the link quality.

We use a peer-to-peer network composed of 13 nodes de-
ployed in the same corridor in the FIT/IoT-LAB in Grenoble.
Unlike the others experiments, we did not force any topol-
ogy here: the nodes decide autonomously the final topology
and the dedicated cells to use. The slotframe length was 101
slots, with 5 shared cells. In our implementation, we po-
sitioned uniformly the shared slots in the slotframe and we
restrict them to broadcast packets only, as we did in the pre-
vious experiments. Each experiment lasts for 1 hour and the
observation window was 4 minutes.

Figure 14 shows the Complementary Cumulative Distri-
bution Function (CCDF) of the number of parent changes for
both implementations.

We can note that the blind selection has a higher rate of
parent switching. Because a node does not effectively com-
pute the link quality with an inactive neighbor, it uses the de-
fault value cost to estimate the link quality (see Section 3.1).
This implicitly makes a node to “blindly” select another par-
ent when the link between this node and its preferred parent
is refined and classified as bad. On the other hand, our pas-
sive approach divides approximately by half the number of
parent switchings.
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7 Lessons Learned

Sending probe packets in a 6TiSCH network is unreal-
istic: it may consume a huge volume of resource to test
each node individually and to select the most accurate ones.
From the experimental results we collected, our approach
has showed that estimating the link quality using the broad-
cast reception rate is a viable solution for 6TiSCH networks.
With our passive method, a node can identify the best neigh-
bors, i.e. those which would provide a high PDR and a low
delay.

We also draw the following conclusions:

Observation window size: straightforwardly, the accu-
racy of our method is closely linked to the length of the ob-
servation window. Since packet losses represent a stochas-
tic variable, a too short observation window implies a larger
bias and the node would misestimate the link quality. This
problem is even exacerbated by the multichannel effect: each
channel must be used a sufficient and equal number of times
to have a correct estimation since some channels may be sub-
ject to external interference [5]. However, a longer observa-
tion window reduces the reactivity time and a node may not
react fast enough when a sudden fault happens. In our exper-
iments, 4 minutes represented a good tradeoff.

Rapid convergence: our method minimizes the number
of parent changes during both the bootstrap and the oper-
ating phases. A passive estimation is required to take fast
decisions, without generating a large overhead. As a result,
our approach has shown to be energy efficient and a node
will change its preferred parent only when necessary.

Collisions minimization: because our method exploits
the shared cells, we need to minimize the occurrence of col-
lisions in these slots. One option is to restrict the shared
cells to broadcast packets only and to reduce the slotframe
length. With a shorter slotframe, the shared cell will repeat
more often giving the nodes more chances to transmit their
advertisement packets at different times. A second one is to

uniformly distribute the shared cells along the slotframe, in-
stead of placing them together at the beginning. By applying
the second option, our method showed robustness to be used
in a network with high density (up to 19 neighbors).

Scheduling integration: our method may be plugged in
both centralized and distributed scheduling approaches. In
a centralized approach, each node may compute a ranking
of its neighbors, pushed to the Path Computation Element
(PCE) which would be in charge of selecting the best routes
and to construct the final schedule. This monitoring informa-
tion may be continuously transmitted to the central compo-
nent by a combination of piggybacking and dedicated control
packets [31]. Different broadcast rates and rankings may be
a good indicator for the PCE to detect asymmetrical links,
and to allocate accordingly enough bandwidth along the best
routes.

8 Conclusions and Perspectives

We proposed here to monitor the broadcast rate to es-
timate the unicast link quality of the different neighbors.
Rather than estimating precisely the unicast PDR, we aim
to classify the different neighbors, to only select as preferred
parent one of the best neighbors. Indeed, the unicast PDR
and the broadcast rate exhibit a very strong correlation, and
we highlighted experimentally that we could safely rank the
link qualities using this metric. We integrated this mecha-
nism in the 6TiSCH stack, and we demonstrated experimen-
tally the relevance of this passive method. We reduced the
number of parent changes because a node selects immedi-
ately one good preferred parent, instead of testing iteratively
each of its neighbors.

In future work, we expect to study the impact of a vari-
able broadcast rate, particularly due to the trickle timer of
RPL. Indeed, different nodes may use a different DIO pe-
riod, because of the trickle algorithm (the period is doubled
when no inconsistency is detected). However, we conjecture
that the trickle timer should not impact the convergence dur-
ing the bootstrapping period: all the nodes will reset their
DIO period until the routing layer has converged. Inconsis-
tencies may rather arise locally when the network is stable,
but different neighbors use different DIO periods. We aim to
quantify such impact.
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