On the Statistical Properties of Body-Worn Inertial Motion Sensor Data for Identifying Sensor Modality
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ABSTRACT
Interpreting datasets containing inertial data (acceleration, rate-of-turn, magnetic flux) requires a description of the datasets itself. Often this description is unstructured, stored as a convention or simply not available anymore. In this note, we argue that each modality exhibits particular statistical properties, which allows to reconstruct it solely from the sensor’s data. To test this, tri-axial inertial sensor data from five publicly available datasets were analysed. Three statistical properties: mode, kurtosis, and number of modes are shown to be sufficient for classification - assuming the sampling rate and sample format are known, and that both acceleration and magnetometer data is present. While those assumption hold, 98% of all 1003 data points were correctly classified.
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INTRODUCTION
To correctly interpret sensor data, reliable information about the data itself is required: sample (and frame) format, recording rate, number of axis, position at the observed body and sensor modality need to be known. This meta-information is often stored alongside the data itself, either in (semi-)structured external file, as a header of the data or as a well-known convention. Misinterpretation, resulting from missing or incorrect meta-data, has a strong influence on a subsequent application’s performance. If such meta-data is not in a machine-interpretable format, slow and cumbersome recovery by a human expert becomes necessary. Here, we investigate to which extent the sensor modality can be recovered from invariant statistical properties of the sensor data itself. We assume that sample format, number of axis, and sample rate are known beforehand, but scale, and other calibration factors are not, and show that a sensor’s modality can be (automatically) verified, or its meta-data rendered redundant.

Providing structured meta-data enables datasets to be picked by search engines [4]. In the absence or partial availability of this data, an automatic identification of sensor modality provides a basic starting point that otherwise would require manual inspection by an expert. Web crawlers could refrain from correctly specified meta-data. Opportunistic sensing [7], i.e. situations where the sensor type is not known beforehand, would be another application area. While proper data curatation practises could alleviate these situations, and are arguably more straightforward, an error in such manually defined data is often found much later. Manually reconstructing meta-data is then hard to scale to large data collections, as inspection by a human expert is required. A second system, which identifies modality from data directly, could at least provide additional safety checks. Such kind of quality control allows to (automatically) check if datasets were correctly documented or if there might be errors in the data collection, for example when uploading into a public dataset repository.

Activity Recognition applications are build with assumptions about the data retrieved from wearable inertial sensors. Properties, like placement variations or body locations are assumed, even though they directly influence the recognition performance. Kunze et.al. [6] have shown such influence, and provide several techniques to mitigate those effects. Namely, using location independent features, adding location to the classification task or estimating location from long-running recordings [6]. Similarly to the last option, we look at the properties of different sensor modalities over longer time periods to extract the sensor modality. Whether sensor data arose from an accelerometer, gyroscope or a magnetometer is usually stored as non-standardized meta-data, but also strongly influences the recognition performance if incorrect. Hammerla et.al. [2] introduced the empirical cumulative distribution function (ECDF) as a mean to capture the statistical properties of acceleration data, while also serving as a feature reduction method. Inspired by this, we characterize invariant statistical features that capture the properties of the inertial sensor modality. A system to correlate known datastreams to unknown ones and subsequently propagate their meta-data is described in [3]. In contrast our proposal does not require prior knowledge in the form of known sensor data, i.e. we present a ruleset that can be readily applied. However, our proposal is limited to inertial sensor data.
renders all subsequent calculations orientation-independent. Since sensor streams might be scaled differently, e.g. the two acceleration streams in the Pamap dataset were recorded with 6g and 16g range, standardization is required. Dividing by the mean, i.e. standardizing the scale allows recordings to be compared. Additionally data was lowpass-filtered with a cutoff frequency of 2Hz. With the final assumption that the sensor is most commonly at rest on the body, we can now look at the properties of the transformed sensor streams, which we denote as $d$.

**GYROSCOPE**

When the human body is at rest, no rotation is measurable. The rate-of-turn of a limb, measured by the gyroscope, is therefore most commonly near zero. This fact can be used to identify this sensor by the following rule:

$$ \text{mode}(d) \approx 0 \iff \text{gyr} $$

Expressed differently, if the most common magnitude (mode) of sensor data is near zero, this fact can be used to identify this sensor by the following rule:

$$ \text{mode}(d) \approx 0 \iff \text{gyr} $$

**ACCELEROMETER**

Due to being at rest, the accelerometer’s mode of magnitude corresponds to the strength of earth’s gravitational field. Designating the field strength with $g = 9.81 \text{m/s}^2$, we can formulate $\text{mode}(d_{\text{acc}}) \approx a \ast g$, where $\text{mode}(d_{\text{acc}})$ is the most commonly measured value, and $a$ an unknown scale factor applied to the data. If $a$ would be known, accelerometer data could be readily identified by comparisons to earth’s gravitation. However, since data was lowpass filtered, the mean magnitude of acceleration corresponds to $g$ as well, i.e. $d_{\text{acc}} \approx a \ast g$. Due to standardization, we can formulate a rule for acceleration:

$$ \text{acc} \Rightarrow \text{mode}(d) \approx 1 $$

Applying this rule to the scatter depicted in Figure 2 reveals why this is only a necessary condition; magnetometer data also fulfills this condition. A sufficient condition can be formulated for a subset of the overall accelerometer data, when including the kurtosis:

$$ \text{acc} \iff \text{mode}(a) \approx 1 \text{ and } \text{Kurt}(d) > \alpha $$

Standardization is crucial for this condition, and relies on the assumption that the sensor is constantly accelerated by earth’s gravitation. Other accelerations, due to limb movement for example, are only transient. Datasets which mostly contain strong movements, e.g. running or stirring as exemplary activities from the analysed data, will likely break this assumption. This is however tested with the mHealth, parts of the Opportunity and the Pamap dataset, which all contain sequences of strong, continuous motion.

**MAGNETOMETER**

Figure 2 shows that some magnetometer readings exhibit a mode and kurtosis that is indistinguishable from accelerometer data. However, fluctuations in the measured magnetic field are more distinct than fluctuations of the gravity field. The respective distribution therefore is not uni- but multi-modal.
This means there are multiple peaks, while the accelerometer distribution is rather "smooth" (cf. Fig. 1). A mode larger than the mean (or 1 in the standardized dataset), and a smaller kurtosis can indicate this:

\[ mag \ll Kurt(d) < \beta \quad \text{and} \quad mode(d) \geq \gamma \]  

(4)

Whether such strong fluctuations are contained in the dataset depends on the experiment’s condition. By proper choice of \( \beta \), a subset of magnetometer data can be sufficiently identified. The smaller kurtosis can be explained due to the fact that magnetometer is often further spread out, and does not exhibit a strong concentration point. In contrast, acceleration data has a strong concentration and its kurtosis is higher.

ACCELEROMETER VS. MAGNETOMETER

The question remains whether sensor streams, which fulfil none of the necessary conditions (3) nor (4) can still be identified. More directly, when it is not possible to decide between acceleration or magnetic flux based on kurtosis and mode alone. One observation that can be made about these cases, as well as the already identifiable cases, is that the number of modes for magnetometer is larger than the ones for acceleration data. Estimation of number of modes is achieved by adequately parameterized peak detection on the histogram. For a given stream, we designate the number of modes with \( p \), as a shorthand for the number of peaks. However, streams have to be compared pair-wise, i.e. magnetometer and accelerometer must have observed the same motion. Let \( \tilde{p} \) designate the mean number of modes of correlated sensor streams, then we can formulate the following condition:

\[ d \Leftrightarrow \begin{cases} 
acc, & \text{if } \tilde{p} - p > .5 \\
mag, & \text{if } \tilde{p} - p < -.5 \\
unknown, & \text{otherwise}
\end{cases} \]  

(5)

Combined with condition (1) this allows to identify all sensor modalities, iff a correlated magnetometer and acceleration stream is to be distinguished.

IDENTIFICATION RULESET

When only employing the sufficient conditions (3) and (4), we call this the partial ruleset. Together with the pair-wise condition (5), we can form a full ruleset:

\[ d \Leftrightarrow \begin{cases} 
gyr, & \text{if } m < .5 \\
acc, & \text{else if } k \geq 42 \quad \text{and} \quad .95 < m \leq 1.05 \\
mag, & \text{else if } k < 4.3 \quad \text{and} \quad .97 < m \\
acc, & \text{else if } \tilde{p} - p > .5 \\
mag, & \text{else if } \tilde{p} - p < -.5 \\
unknown, & \text{otherwise}
\end{cases} \]  

(6)

where \( m = mode(d) \) designates the mode of the data, \( k = Kurt(d) \) its kurtosis, \( p \) the total number of modes and \( \tilde{p} \) the mean number of peaks of correlated data streams contained in one dataset.

Prior to applying above condition the data needs to be lowpass filtered, to exclude all frequencies above 2Hz. To reduce scaling effects, a standardization, by dividing by the mean of each stream was applied. The mode is determined from a histogram of 512 equal-sized bins, ranging from 0 to 2. Peak detection parameters were set to a minimum peak height of \(.01 \ast m \), minimum distance of 5 bins and a minimum neighbor difference of \(.008 \ast m \). These constants, as well as the decision thresholds in (6) were empirically determined.

RESULTS AND LIMITATIONS

In total 1003 streams with durations ranging from 7min to 1h were analyzed. All three inertial sensor modalities are included, mostly positioned at the lower arm (61%), the upper body (20%) and the legs (19%). Data is scaled differently for each included dataset, showing that the proposed ruleset is independent of particular scale. Similarly, the sampling rates for each dataset differ. The full ruleset allows to identify 98%
A limitation of this work is the “critical mass”, i.e. how many was true, in a formal way. Here we merely report a single set partial Table 1. Confusion matrices for sensor modality identification with full (left-hand) and partial (right-hand) ruleset. The full ruleset fails to identify 2% of the analysed streams, but correctly identifies them for further manual inspection.

<table>
<thead>
<tr>
<th></th>
<th>acc</th>
<th>gyr</th>
<th>mag</th>
<th></th>
<th>acc</th>
<th>gyr</th>
<th>mag</th>
</tr>
</thead>
<tbody>
<tr>
<td>acc</td>
<td>16</td>
<td>6</td>
<td>-</td>
<td>acc</td>
<td>276</td>
<td>205</td>
<td>-</td>
</tr>
<tr>
<td>gyr</td>
<td>339</td>
<td>6</td>
<td>324</td>
<td>mag</td>
<td>78</td>
<td>6</td>
<td>324</td>
</tr>
<tr>
<td>mag</td>
<td>318</td>
<td>1</td>
<td>113</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

of all cases, while 2% remain for manual inspection. If streams can not be compared pair-wise, the partial ruleset can still identify 51% of all cases, of those less than 1% are wrongly classified, while the remaining require manual inspection.

One could argue that, since threshold and features were designed from, and tested on the same set of data points, the proposed ruleset will not generalize to unseen streams and datasets, i.e. do we observe an over-fitted solution to this classification task? This could be answered by maximizing the classification score by a search of parameters (lowpass cutoff frequency, peak detection parameters, thresholds of (6) . . . ) on leave-one-dataset-out splits. In the worst case, there is no choice of parameters that performs equally well across all splits, i.e. there is no generalizing set of parameters - best case, a single set of parameters which performs well across all splits is found. Figure 2 shows that even when leaving out one datasets from training, points from another set lie next to the decision boundary. However, not all parameters are chosen based on these data points alone (in contrast to what a machine learning approach would do); (1) the mode threshold is based on the insight that gyroscope data is concentrated near zero, (2) the pair-wise peak threshold follows the observation that the magnetometer distribution exhibits more modes. This is the case for 98% of the observed data points. The latter observation has examples in multiple datasets, as is visible in Figure 2, partially ruling out an over-fit. A cross-validated automatic choice of parameters would reveal if the opposite was true, in a formal way. Here we merely report a single set of parameters that worked - but a better choice of parameters that maximizes the decision boundaries may well be possible.

A limitation of this work is the “critical mass”, i.e. how many minutes of inertial data are required to make a decision about the sensor modality. The full dataset was used each time for classification task? This could be answered by maximizing the decision boundaries may well be possible.

to control the quality of meta-data, check the quality of data itself, to opportunistically sense from unknown sensors, and to ease the interpretation of unstructured meta-data. To decide whether a sensor was a gyroscope will most probably generalize, as the mode of its distribution is a strong indicator (c.f. Figure 2). However, the decision between acceleration and magnetometer is more challenging, and as shown, only the pair-wise comparison of peak count provides a clear indication. This rests on the presence of environmental fluctuations on the magnetometer data, which might be smaller when less movement is involved. Given those assumptions, the ruleset correctly classifies 98% of 1003 streams in 5 different human motion datasets.
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